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Abstrak 

A brain tumor is a lump caused by an imperfect cell turnover cycle in the brain and can affect all ages. Brain 

tumors have 4 grades, namely grades 1 to 2 are benign tumor grades, and grades 3 to 4 are malignant tumor 

grades. Therefore, early identification of brain tumor disease is very important in providing appropriate treatment 

and treatment. This study uses a dataset obtained through the Kaggle website titled Brain Tumor Classification 

(MRI). The number of data is 3264 images with details of Glioma tumors (926 images), Meningioma tumors (937 

images), pituitary tumors (901 images), and without tumors (500 images). In this study, there are 4 scenarios with 

different testers. This study proposes the classification of brain tumors using Hyperparameter Tuning and 

EfficientNet models on MRI images. The EfficientNet model used is the EfficientNetB0 and EfficientNetB7 models 

with the architecture used are the input layer, GlobalAveragePooling2D layer, dropout layer, and dense layer as 

well as adding augmentation data to the dataset to manipulate the data in order to improve the results of the 

proposed model. After building the model, the results of accuracy, precision, recall, and f1-score will be obtained 
in each scenario. Accuracy results in Scenario 1 are 91%, scenario 2 is 95% accurate, scenario 3 is 95%, and 

scenario 4 is 98%. 
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1. Introduction 

The brain is a very important part of the human body. 

The brain has a role in controlling and regulating human 

reactions, such as providing the ability to think, feel, and 

remember things that make us human. The brain has 

more than 200 million nerve cells including the cerebral 

cortex and contains about 16.3 billion neurons that are 

responsible for controlling all human activities. The 
cerebral cortex is the outer part of the human brain that 

functions to process sensory performance, produce 

motor activity, and high-level cognitive activities [3]. 

However, this cerebral cortex cannot function properly 

if there is a disorder that can be called a disease. 

The most common disease in the brain is a brain tumor. 

This disease can occur at all ages, especially in the 

elderly, and children are no exception [4]. A brain tumor 

is a lump caused by an imperfect cell turnover cycle in 

the brain. The existence of this non-functioning cell 

should have died but was still trying to live. This causes 

the accumulation of excess cells, resulting in the 

formation of the lump. Brain tumors are characterized by 

the growth of abnormal cells in or around the brain. 

Furthermore, these abnormal cells grow unnaturally and 

uncontrollably in the brain [5]. 

In general, brain tumors are divided into two types, 

namely benign tumors, and malignant tumors [1], the 

tumor grade range is 1 to 4. Benign tumors based on the 
rate of growth and the way of spreading are in grades 1 

to 2 and do not have the potential to become malignant 

tumors [6]. Meanwhile, malignant tumors based on the 

rate of growth rate and the way it spreads are at levels 3 

to 4. Therefore, malignant tumors are very dangerous 

because they can spread to other cells and cause 

irreversible damage to brain cells [2]. When benign or 

malignant tumors grow, they can cause increased 

pressure damage to the brain within the human skull. 

This phenomenon can be the cause of the threat to a 

person's life which ends in death. 
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Based on data from the Indonesian Ministry of Health, 

the Indonesian Health Profile in 2018 that malignant 

tumors are the second type of disease that causes death 

after cardiovascular (heart/blood vessel disorders). 

Meanwhile, at the world level, statistics recorded 1/6 of 

deaths due to tumor disease. In 2018, 9.6 million deaths 

and 70% were in developing countries, including 

Indonesia [7]. 

In the recent lustrum, the majority of medical personnel 

in diagnosing brain tumor disease against a patient 
involve technology as a supporting media for 

examination. Meanwhile, a minority of other medical 

personnel use manual diagnosis. The technology in 

question is Magnetic Resonance Imaging (MRI) image 

examination [8]. MRI is a set of scans using a magnetic 

field and a computer to capture images of the brain on 

film [9]. Tumors can be detected by examining the 

structures in the brain [10]. MRI is considered the best 

way to make a diagnosis because of its very high 

sensitivity and accuracy [11]. This is the reason that 

medical personnel use MRI images. 

Many research sources provide information regarding 

the workings of MRI images regarding the classification 

of brain tumors in patients with them. The way this MRI 

image works is to classify the categories of benign and 

malignant tumors, namely through a classification 

system. The classification system in question is machine 

learning and deep learning methods. The machine 

learning method is a machine development that is able to 

learn by itself without any direction from the user. While 

deep learning is one part of Machine Learning that works 

by imitating the nervous system based on an active 

human brain. This artificial system is called Artificial 
Neural Networks or often abbreviated as ANN. The deep 

learning algorithms that are most often used are 

Convolution Neural Network, LSTM, and RNN. 

Another benefit of applying machine learning to brain 

tumors is the accuracy of the system, which can help 

doctors identify tumors on the patient's head. The most 

commonly used machine learning methods today are 

Naive Bayes, Decision Tree, KNN, SVM, and Random 

Forest. 

Previous research related to brain tumor image 

classification has been carried out by Agus Eko and his 
colleagues (2021) with the title "Convolutional neural 

network with hyperparameter tuning for brain tumor 

classification" proposing the application of the CNN 

method combined with Hyperparameter Tuning to find 

the best parameter values. The researcher made 3 model 

test scenarios. Scenario 1 uses the proposed CNN model 

design, scenario 2 uses the second best result from 

hyperparameter tuning, and scenario 3 uses the best 

result from hyperparameter tuning. Among the three 

scenarios, scenario 3 is the best with an accuracy of 96% 

[1]. 

A previous study related to the classification of brain 

tumor images has been carried out by N. Abiwinanda 

and his colleagues (2018) with the title "Brain Tumor 

Classification Using Convolutional Neural Networks" 

proposing the application of the CNN algorithm for the 

classification of brain tumors. Using a dataset consisting 

of glioma (708 images), meningioma (1426 images), and 

pituitary (930 images). The model that was built 

obtained an accuracy of 94.68% [12].  

Previous research related to the classification of brain 
tumor images has been carried out by Abdu Gumaei and 

his colleagues (2019) with the title "A Hybrid Feature 

Extraction Method with Regularized Extreme Learning 

Machine for Brain Tumor Classification" proposing the 

Regularized Extreme Learning Machine (RELM) 

method in classifying types of brain tumors. brain tumor. 

The datasets used were meningiomas (1426 images), 

gliomas (708 images), and pituitary (930 images). The 

proposed model produces an accuracy of 94.23% [13].  

Previous research related to the classification of brain 

tumor images has been carried out by A. Yang and 
several colleagues (2019) with the title "Research on 

Feature Extraction of Tumor Image Based on 

Convolutional Neural Network" proposed that when 

conducting a tumor classification system, researchers 

used the Convolutional Neural Network method. by 

applying two convolutional models, namely the 

Xception model and the Dense Net model which have 

been trained previously to improve the accuracy of the 

Convolutional Neural Network algorithm [14].  

Previous research related to the classification of brain 

tumor images has been carried out by Hassan Ali Khan 

and several colleagues (2020) with the title "Brain tumor 
classification in MRI image using convolutional neural 

network" using a transfer learning approach to perform 

comparisons, which compare the performance of the 

model. Pre-trained VGG-16, ResNet-50, and Inception-

v3. After testing the dataset, the results of the model that 

the researcher trained showed that the accuracy of the 

model being trained was very effective and had a very 

low level of complexity, achieving 100% accuracy, 

while VGG-16 reached 96%, ResNet-50 reached 89% 

and Inception- V3 achieves 75% accuracy [6].  

Previous research related to the classification of brain 
tumor images has been carried out by Nayak and several 

colleagues (2022). With the title "Brain Tumor 

Classification Using Dense Efficient-Net" by classifying 

Meningioma, Glioma, and pituitary MRI images using 

the Dense EfficientNet method. This method process has 

implemented a pre-trained model from EfficientNet by 

adding dense and dropout layers and using min-max 

normalization The accuracy obtained with the 

EfficientNet model is 98.78% [15]. 

Based on the research above, the purpose of this study is 

to exceed the accuracy results of previous studies. The 
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method proposed in this study is to apply the 

EfficientNet model. The EfficientNet models used in this 

study are the EfficientNetB0 and EfficientNetB7 

models. Both of these models have better accuracy and 

efficiency than other pre-trained models. It is hoped that 

these two models will get higher accuracy results than 

previous studies and the hope is that they can carry out 

the process of classifying brain tumors more precisely. 

2. Research methods 

 
Figure 1. Research method flowchart 

Figure 1 illustrates the research flow from beginning to 

end. Starting with retrieving the dataset from the Kaggle 

website. Then carried out several stages of data 

preprocessing in the form of data splitting by dividing 

the "Brain Tumor Classification (MRI)" dataset into 3 

folders consisting of train, validation, and test data 

folders. The next stage after preprocessing is to process 

the results of grouping the data. In the data train, the 

modeling stage is carried out which is used to train the 

data. Next, perform data augmentation. After that, the 
next process is making and training the model. In making 

the model, the hyperparameter tuning technique was 

added to the EfficientNetB0 and EfficientNetB7 models 

to obtain optimal parameters for the proposed model. 

The last part of this research is the model evaluation 

process. 

2.1. Dataset 

The dataset used in this study was obtained from the 

Kaggle website titled "Brain Tumor Classification 

(MRI)". This dataset has 4 classes in which the total 

number of data is 3264 images with details of glioma 

tumors (926 images), meningioma tumors (937 images), 
without tumors (500 images), and pituitary tumors (901 

images) [16]. The following is an example of an image 

of a tumor in each class as shown in Figure 2. 

no_tumor

glioma_tumor

 

meningioma_tumor 

 

pituitary_tumor

 

Figure 2. Sample images on each brain tumor label 

2.2. Preprocessing Data 

The initial stage of research on this dataset is to collect 

data. Data collection was obtained from the dataset 

provider site, namely Kaggle. The dataset used is called 

"Brain Tumor Classification (MRI)". The second stage 

performs preprocessing on the dataset such as data 

splitting, namely to separate or divide the data into train, 
test, and validation data. Train and validation data are 

used when conducting model training and test data are 

used when predicting unseen data using trained data. The 

Brain Tumor Classification MRI dataset will split the 

defined data with a ratio of 80% train data, 10% 

validation data, and 10% test data. Furthermore, 

Augmentation conducts training on the data where the 

data being trained is train data and validation data. Data 

augmentation is done using ImageDataGenerator from 

the Keras library. Furthermore, training data is carried 

out to train with the CNN model to be trained. 

2.3. Augmentation 

At this stage, the data augmentation process is carried 

out which serves to increase the variance of the image so 

that it can help increase the accuracy of the model [17]. 

The augmentation parameters used in this study are 

rotation_range = 30, zoom_range = 0.2, 

width_shift_range = 0.1, height_shift_range = 0.1, 

horizontal_flip = True, vertical_flip = False, and rescale 

= 1. / 255. 

2.4. Model Architecture 

This study builds on the architectural design of the CNN 
model to classify brain tumors on MRI images. In the 

modeling process, the hyperparameter tuning process is 

added to find the model with the best parameters, so that 
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the proposed model can achieve good performance [1]. 

The model proposed in this study uses pre-trained 

models from EfficientNet, namely EfficientNetB0 and 

EfficientNetB7. The EfficientNet model has better 

accuracy and efficiency compared to other pre-trained 

models. EfficientNetB0 has 230 layers [15], while 

EfficientNetB7 has 813 layers. The model in this study 

includes the input layer (128x128) from the pre-trained 

model EfficientNet, GlobalAveragePooling2D, Dropout 

(0.2, 0.5) layer, and dense layer (128, 512, and 1024). 
The pooling layer is the division of the feature map of an 

image into several sub-sections and reducing the parts in 

new sub-sections. The MaxPool layer will take the 

maximum value from the feature map, while the 

AveragePool will take the average value from the feature 

map to be able to retrieve all image information [21]. Use 

the GlobalAveragePooling2D layer here to select the 

average feature value of an image. The difference 

between AveragePooling2D and 

GlobalAveragePooling2D is that the pool value of 

AveragePooling2D is determined from the feature map 
while the GlobalAveragePooling2D pool value takes the 

value from the feature map. The results of the 

architectural design of the model are illustrated in Table 

1. 

Table 1. CNN Model Architectural Design 

Layer Filter Kernel 

Size 
Activa

tion 
EfficientNet_Input (128, 

128) 
- - - 

GlobalAveragePooling2D - - - 
Dropout 0.2, 0.5 - - 
Dense 512, 1024 - relu 
Dropout 0.2, 0.5 - - 
Dense 128 - relu 
Dense 4 - softmax 

2.5. Hyperparameter Tuning 

Hyperparameter Tuning provides an optimal parameter 

search method for the proposed Convolutional Neural. 

CNN network model combined with Hyperparameter 

Tuning requires parameter settings, such as kernel size, 

step, number of channels, and number of dropouts [18]. 

The hyperparameter setting gives the best combination 
of parameters to the model that shows maximum results 

[19]. In this study, Hyperparameter Tuning aims to 

provide the best parameter values through the proposed 

comparison parameters. The comparative parameters are 

illustrated in Table 2 as follows. 

Table 2. Comparative parameters in hyperparameter tuning 

Parameter Comparative Value 

Dropout 0.2, 0.5 

Dense Layer 1024, 512 

Optimizer Adam, Adamax, RMSprop 

3.  Results and Discussions 

At this stage, it is part of getting the results of the 

architectural model that has been built in this study in the 

case of tumor disease classification. 

The first step in this study was taking data from the sites 

mentioned in the research methods section and splitting 

the data with a ratio of 80% training data, 10% validation 

data, and 10% test data. Next, perform the augmentation 

process on the training data. The parameters used in the 

augmentation process are the augmentation parameters 
used in this study are rotation_range = 30, zoom_range 

= 0.2, width_shift_range = 0.1, height_shift_range = 0.1, 

horizontal_flip = True, vertical_flip = False, and rescale 

= 1. / 255. 

Next, apply a callback technique by utilizing 

ModelCheckpoint to monitor model performance in real-

time, where when the performance in the latest epoch is 

much worse than the previous epoch, the results of the 

latest epoch will not be saved. This technique will only 

save the best model of all epochs so that it will reduce 

memory usage [22]. In this study, there were 4 model 
scenarios that were tested with different parameters. The 

following table presents model testing scenarios and a 

description of each model, which can be seen in Table 3. 

Table 3. Description of the model scenario 

Scenario Description 

Model 1 Model EfficientNetB0 

Model 2 Model EfficientNetB7 

Model 3 EfficientNetB0 model with 

best hyperparameter results 

Model 4 EfficientNetB7 model with 

best hyperparameter results 

3.1 Model 1 Scenario Testing 

The model 1 scenario test uses the proposed model, 

namely the EfficientNetB0 model. In the model scenario 

using the parameters in Table 4. 

Table 4. Scenario architecture model 1 

Layer Filter Kernel 

Size 
Activatio

n 
EfficientNet_Input (128, 

128) 
- - - 

GlobalAveragePooling2D - - - 
Dropout 0.2 - - 
Dense 1024 - relu 

Dropout 0.2 - - 
Dense 128 - relu 
Dense 4 - softmax 

The model architecture used in scenario 1 has been 

described in Table 4, with details Dropout = 0.2, Dense 
= 1024 with relu activation, Dropout = 0.2, Dense = 128 

with relu activation, Dense = 4 with softmax activation 

and using the Adam Optimizer, learning rate 0.00146, 

the epoch is 100, and uses the categorical_crossentropy 

classification. 

After testing, the next step is to create a plot to display 

all the results of the training process. The results are 
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depicted in the form of a line graph. This plotting is 

useful to see if there is an improvement from each 

iteration or not. Graphs can also be used to see whether 

the results of the model made are overfitting or not. The 

following are the results of plotting on the 

EfficientNetB0 model, which can be seen in Figure 3 and 

Figure 4. 

Figure 3. The results of the plot of the accuracy of the model 1 

scenario 

Figure 3 shows the results of the accuracy plot from 

model scenario 1. In the graph, the initial value of the 

validation accuracy from epochs 0 to 20 experienced 
unstable graph movements, but when epochs 21 to 100 

the graph movement became stable approaching number 

1. The movement of accuracy was unstable. at the 

beginning of the epoch because the model in this 

scenario is still in the dataset learning stage so the 

movement of accuracy cannot be stable, so at the 21st to 

100th epoch, the model can be stable because it has 

learned the dataset. 

Figure 4. The results of the plot loss scenario model 1 

Figure 4 shows the loss plot results from scenario model 

1. In the graph the initial value of the validation loss from 

epochs 0 to 20 experienced unstable graph movements, 

but at epochs 21 to 100, the graph movement became 

stable near 0. Unstable loss movements at the beginning 

of the epoch because the model in this scenario is still in 

the dataset learning stage so the loss movement cannot 

be stable, so that at the 21st to 100th epoch the model 

can be stable because it has learned the dataset. 

After getting the graphic results from the training that has 

been done, the next step is to evaluate the models that 
have been built. The performance details are then 

visualized in the form of a classification report through 

Table 5 as follows:  

Table 5. classification report scenario model 1 

Classification Report 

Accuracy 91 % 

Precision 93 % 

Recall 92 % 

F1-Score 92 % 

The results of the model architecture in the model 1 
scenario show 91% accuracy, 93% precision, 92% recall, 

and 92% f1-Score. 

Furthermore, the evaluation of the model can also be 

seen through the confusion matrix table to measure the 

performance of the machine learning method in knowing 

how much the model is able to predict correctly and 

incorrectly from the total data [20]. The results of the 

confusion matrix test scenario model 1 can be seen in 

Figure 5. 

Figure 5. Confusion matrix scenario model 1 

In Figure 5 is the result of the confusion matrix model 1, 
it can be concluded that in the glioma tumor class there 

are 86 image data that are predicted to be correct and 3 

image data are predicted to be incorrect, in the 

meningioma tumor class there are 71 image data that are 

correctly predicted and 2 image data are correct. 

predicted incorrectly, in class no tumor there were 49 

image data that were predicted to be correct and 1 image 

data was predicted to be incorrect, and in the pituitary 

tumor class there were 90 image data that were predicted 

correctly and 23 image data that were predicted 

incorrectly. 

3.2 Model 2 Scenario Testing 

The model 2 scenario test uses the proposed model, 

namely the EfficientNetB7 model. In the model scenario 

using the parameters in Table 6. 

The model architecture used in scenario 2 has been 

described in Table 6, with details Dropout = 0.2, Dense 

= 1024 with relu activation, Dropout = 0.2, Dense = 128 

with relu activation, Dense = 4 with softmax activation 

and using the rmsprop optimizer, learning rate 0.00146, 
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the epoch is 100, and uses the categorical_crossentropy 

classification. 

Table 6. Scenario architecture model 2 

Layer Filte

r 
Kernel 

Size 
Activatio

n 
EfficientNet_Input (128, 

128) 
- - - 

GlobalAveragePooling2D - - - 
Dropout 0.2 - - 
Dense 1024 - relu 

Dropout 0.2 - - 
Dense 128 - relu 
Dense 4 - softmax 

After conducting the training, the next step is to make a 

plot to display all the results of the training process. The 

results are depicted in the form of a line graph. This 

plotting is useful to see if there is an improvement from 

each iteration or not. Graphs can also be used to see 

whether the results of the model made are overfitting or 

not. The following are the results of plotting without 
using hyperparameters in the EfficientNetB7 model, 

which can be seen in Figure 6 and Figure 7.  

Figure 6. The results of the plot of the accuracy of the model 2 

scenario 

Figure 6 shows the results of the accuracy plot from 
model scenario 2. In the graph, the initial value of the 

validation accuracy from epochs 0 to 36 experienced 

unstable graph movements, but when epochs 37 to 100 

the graph movement became stable approaching number 

1. Unstable accuracy movements at the beginning of the 

epoch because the model in this scenario is still in the 

dataset learning stage so the movement of accuracy 

cannot be stable, so that at the 37th to 100th epoch the 

model can be stable because it has learned the dataset. 

Figure 7. Results of plot loss for model 2 scenario 

Figure 7 shows the results of the loss plot from scenario 

model 2. In the graph the initial value of the validation 

loss from epochs 0 to 36 experienced unstable graph 

movements, but at epochs 37 to 100, the graph 

movement became stable near 0. Unstable loss 

movements at the beginning of the epoch because the 

model in this scenario is still in the dataset learning stage 

so the loss movement cannot be stable, so that at the 37th 

to 100th epoch the model can be stable because it has 

learned the dataset. 

After getting the graphic results from the training that has 

been done, the next step is to evaluate the models that 

have been built. The performance details are then 

visualized in the form of a classification report through 

Table 7.  

Table 7. Results of classification report model 2 

Classification Report 

Accuracy 95% 

Precision 93 % 

Recall 92 % 

F1-Score 93 % 

The results of the model architecture in the model 2 

scenario show an accuracy value of 95%, 93% precision, 

92% recall, and 93% f1-Score. 

Furthermore, the evaluation of the model can also be 

seen through the confusion matrix table to measure the 

performance of the machine learning method in knowing 

how much the model is able to predict correctly and 

incorrectly from the total data [20]. The results of the 

confusion matrix test scenario model 2 can be seen in 

Figure 8. 

 
 Figure 8. The results of the confusion matrix model 2 

Figure 8 is the result of the confusion matrix model 2, it 

can be concluded that in the glioma tumor class there are 

89 image data that are predicted to be correct and 2 

image data are predicted to be incorrect, in the 
meningioma tumor class there are 89 image data that are 

predicted correctly and 2 image data are correct. 

predicted incorrectly, in the no tumor class there were 50 

image data that were predicted to be correct and 1 image 
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data was predicted to be incorrect, and in the pituitary 

tumor class there were 90 image data that were predicted 

to be correct and 2 image data were predicted to be 

incorrect. predicted incorrectly. 

3.3 Model 3 Scenario Testing 

The model 3 scenario test uses the proposed model, 

namely the EfficientNetB0 model with Hyperparameter 

tuning. The results of the Hyperparameter tuning with 

the EfficientNetB0 model are summarized in Table 8. 

Table 8. Results of EfficientNetB0 hyperparameters tuning 

Parameter Optimizer Dropout Dense Layer Akurasi 

1 Adamax 0.2 1024 68% 

2 Adam 0.2 1024 31% 

From the results of the EfficientNetB0 Hyperparameter 

tuning in table 8, it can be concluded that parameter 1 is 

the best parameter because the accuracy obtained is 68%. 

In this scenario, the model uses the parameters from the 

results of the Hyperparameter tuning which are 

illustrated in Table 9. 

Table 9. The architecture of the model 3 scenario 

Layer Filter Kernel 

Size 
Activation 

EfficientNet_Input (128, 

128) 
- - - 

GlobalAveragePooling2D - - - 
Dropout 0.2 - - 
Dense 1024 - relu 

Dropout 0.2 - - 
Dense 128 - relu 
Dense 4 - softmax 

The model architecture used in scenario 3 has been 

described in Table 9, with details Dropout = 0.2, Dense 

= 1024 with relu activation, Dropout = 0.2, Dense = 128 

with relu activation, Dense = 4 with softmax activation 

and using the Adamax Optimizer, learning rate 0.00146, 

the epoch is 100, and uses the categorical_crossentropy 

classification. 

After conducting the training, the next step is to make a 

plot to display all the results of the training process. The 

results are depicted in the form of a line graph. This 

plotting is useful to see if there is an improvement from 

each iteration or not. Graphs can also be used to see 
whether the results of the model made are overfitting or 

not. The following are the results of plotting using 

hyperparameters on the EfficientNetB0 model, which 

can be seen in Figure 9 and Figure 10. 

 

Figure 9. The results of the model 3 scenario accuracy plot 

Figure 9 shows the results of the accuracy plot from 

model scenario 3. In the graph, the initial value of 

validation accuracy from epochs 0 to 40 experiences 

unstable graph movements, but when epochs 41 to 100 

the graph movement becomes stable approaching 

number 1. The movement of accuracy is unstable at the 

beginning of the epoch because the model in this 

scenario is still in the dataset learning stage so the 

movement of accuracy cannot be stable, so that at the 

41st to 100th epoch the model can be stable because it 

has learned the dataset. 

Figure 

10. The results of the model 3 scenario accuracy plot 

Figure 10 shows the results of the loss plot from the 

model 3 scenario. In the graph the initial value of the 
validation loss from epochs 0 to 17 experienced unstable 

graph movements, but at epochs 18 to 100, the graph 

movement became stable near 0. Unstable loss 

movements at the beginning of the epoch because the 

model in this scenario is still in the dataset learning stage 

so the loss movement cannot be stable, so that at the 18th 

to 100th epoch the model can be stable because it has 

learned the dataset. 

After getting the graphic results from the training that has 

been done, the next step is to evaluate the models that 

have been built. The performance details are then 

visualized in the form of a classification report through 

Table 10. 

Table 10. Result of classification report model 3 

Classification Report 

Accuracy 95 % 

Precision 95 % 

Recall 95 % 

F1-Score 95 % 

The results of the model architecture in the model 3 
scenario show an accuracy value of 95%, 95% precision, 

95% recall, and 95% f1-Score. 

Furthermore, the evaluation of the model can also be 

seen through the confusion matrix table to measure the 

performance of the machine learning method in knowing 

how much the model is able to predict correctly and 

incorrectly from the total data [20]. The results of the 

confusion matrix model 3 scenario test can be seen in 

Figure 11. 
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Figure 11. The results of the confusion matrix model 3  

Figure 11 is the result of the confusion matrix model 3, 

it can be concluded that in the glioma tumor class there 

are 90 correct image data and 3 incorrectly predicted 

image data, in the meningioma tumor class there are 81 

correctly predicted image data and 1 correct image data. 

predicted incorrectly, in class no tumor there were 48 

image data that were predicted to be correct and 2 image 

data were predicted to be incorrect, and in the pituitary 
tumor class, there were 90 image data that were 

predicted correctly and 10 image data that were 

predicted incorrectly. 

3.4 Model 4 Scenario Testing 

The model 4 scenario test uses the proposed model, 

namely the EfficientNetB7 model with Hyperparameter 

tuning. The results of the Hyperparameter tuning with 

the EfficientNetB7 model are summarized in Table 11. 

Table 11. Results of EfficientNetB7 hyperparameters tuning 

Parameter Optimizer Dropout Dense Layer Akurasi 

1 Adamax 0.2 1024 92% 

2 Rmsprop 0.2 1024 71% 

From the results of the EfficientNetB7 Hyperparameter 

tuning in table 11, it can be concluded that parameter 1 

is the best parameter because the accuracy obtained is 

92%. In this scenario, the model uses the parameters 

from the results of the Hyperparameter tuning which are 

illustrated in Table 12. 

Table 12. CNN Model Architectural Design  

Layer Filter Kernel 

Size 
Activation 

EfficientNet_Input (128, 

128) 
- - - 

Global Average Pooling2D - - - 
Dropout 0.2 - - 
Dense 1024 - relu 

Dropout 0.2 - - 
Dense 128 - relu 
Dense 4 - softmax 

The model architecture used in scenario 4 has been 

described in Table 12, with details Dropout = 0.2, Dense 

= 1024 with relu activation, Dropout = 0.2, Dense = 128 

with relu activation, Dense = 4 with softmax activation 

and using the Adamax Optimizer, learning rate 0.00146, 

the epoch is 100, and uses the categorical_crossentropy 

classification. 

After conducting the training, the next step is to make a 

plot to display all the results of the training process. The 

results are depicted in the form of a line graph. This 
plotting is useful to see if there is an improvement from 

each iteration or not. Graphs can also be used to see 

whether the results of the model made are overfitting or 

not. The following are the results of plotting without 

using hyperparameters on the EfficientNetB7 model, 

which can be seen in Figure 12 and Figure 13. 

Figure 12. The results of the plot of the accuracy of the model 4 

scenario 

Figure 12 shows the results of the accuracy plot from 

model scenario 4. In the graph, the initial value of the 

validation accuracy from epochs 0 to 19 experienced 
unstable graph movements, but at epochs 20 to 100, the 

graph movement became stable approaching number 1. 

The movement of accuracy was unstable. at the 

beginning of the epoch because the model in this 

scenario is still in the dataset learning stage so the 

movement of accuracy cannot be stable, so at the 20th to 

100th epoch, the model can be stable because it has 

learned the dataset. 

Figure 13. The results of the plot loss for the model 4 scenario 

Figure 13 shows the loss plot results from model 

scenario 4. In the graph the initial value of the validation 

loss from epochs 0 to 15 experienced unstable graph 

movements, but at epochs 16 to 100, the graph 

movement became stable near 0. Unstable loss 
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movements at the beginning of the epoch because the 

model in this scenario is still in the dataset learning stage 

so that the loss movement cannot be stable, so that at the 

16th to 100th epoch the model can be stable because it 

has learned the dataset. 

After getting the graphic results from the training that has 

been done, the next step is to evaluate the models that 

have been built. The performance details are then 

visualized in the form of a classification report through 

Table 13 as follows: 

Table 13. Result of classification report model 4 

Classification Report 

Accuracy 98 % 

Precision 97 % 

Recall 98 % 

F1-Score 97 % 

The results of the model architecture in the model 4 

scenario show an accuracy value of 98%, 97% precision, 

98% recall, and 97% f1-Score. 

Furthermore, the evaluation of the model can also be 

seen through the confusion matrix table to measure the 

performance of the machine learning method in knowing 

how much the model is able to predict correctly and 

incorrectly from the total data [20]. The results of the 

confusion matrix test scenario model 4 can be seen in 

Figure 14. 

 

Figure 14. The results of the confusion matrix model 4 

Figure 14 is the result of the confusion matrix model 4, 

it can be concluded that in the glioma tumor class there 

are 90 correct image data and 3 incorrectly predicted 

image data, in the meningioma tumor class there are 90 

correctly predicted image data and 2 correct image data. 

predicted wrong, in the class no tumor there were 50 

image data that were predicted to be correct and 0 image 

data were predicted to be wrong, and in the pituitary 
tumor class there were 90 image data that were predicted 

to be correct and 0 image data were predicted to be 

incorrect. 

The test results of each model scenario show that there 

is a significant effect from the application of 

Hyperparameter Tuning in determining the best 

parameters for the proposed model in terms of accuracy. 

The results of the accuracy test in the four model 

scenarios are summarized in Table 14 as follows. 

Table 14. Model Testing Results 

Scenario Accuracy Precision Recall F1-Score 

Model 1 91%  93% 92%  92%  

Model 2 95%  93%  92% 93%  

Model 3 

Model 4 

95% 

98%  

95% 

97% 

95% 

98% 

95% 

97% 

In this study, an evaluation of the model was carried out 

on previous studies [1]. Details from comparison to 

previous studies are illustrated in Table 15 as follows. 

Table 15. Comparison table with previous research 

Scenario Dataset Model Accuracy 

Agus 

Eko et 

al.[1] 

Grade 4 Brain Tumor          

CNN 

     96% 

Model 1  Grade 4 Brain Tumor  Efficient

NetB0 

     91%  

Model 2  Grade 4 Brain Tumor  Efficient

NetB7 

     95%  

Model 3 

Model 4  

Grade 4 Brain Tumor  

Grade 4 Brain Tumor 

Efficient

NetB0 

Efficient

NetB7  

     95%  

     98% 

4.  Conclusion 

Based on the results in this study, it can be concluded 

that the model scenario tested can exceed the accuracy 

results obtained by previous studies. Model 4 

EfficientNetB7 scenario using Hyperparameter Tuning 

obtained 98% accuracy, superior to previous research 

from Agus Eko and his colleagues with 96% accuracy 

[1] and 3 other scenarios. The model 3 scenario, namely 

the EfficientNetB0 model with Hyperparameter Tuning, 

gets an accuracy of 95%, the model 2 scenario, namely 

the EfficientNetB7 model without using 
Hyperparameter Tuning, the accuracy value obtained is 

93%, and the accuracy value obtained from the scenario 

1 EfficientNetB0 model without using Hyperparameter 

Tuning, the accuracy value is 91%. Using the 

Hyperparameter Tuning technique can help improve the 

accuracy of the proposed model. In addition, the right 

augmentation technique can increase the accuracy value. 

Based on the results obtained from the test results in this 

study, it can be concluded that the proposed model is 

effective in classifying brain tumors. 

Suggestions for further research with similar research 
topics, namely by considering the dataset used. In this 

study, there are several modifications to the 

preprocessing of the dataset, thus it is advisable that 

these stages can be used for further research to find out 

what preprocessing technique is better for the data so that 

it will get maximum performance and results. 
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