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Abstract  

Customer opinion is an important aspect in determining the success of a company or service provider. By determining the 
sentiment of the existing opinion, the company can use it as an evaluation material to improve the quality of the service or 
product provided. Sentiment analysis can be used as a measure of opinion sentiment with input data in the form of a corpus 
which will be classified into positive or negative classes to obtain the level of customer satisfaction with a product or service. 
Aspect-based sentiment analysis can be used by companies to analyze more specifically and find out what aspects need to be 

improved. In this research, an aspect-based sentiment analysis was conducted on Telkomsel users on Twitter. The data used is 
16,992 tweets from users who discuss several aspects such as Telkomsel's services and signals in Twitter. In this research 
Word2Vec was used for feature expansion to minimize vocabulary mismatch caused by limited words in tweets. The results 
showed that Word2Vec, Synthetic Minority Oversampling Technique (SMOTE), and Boosting algorithm combination with 
Logistic Regression classifier achieve highest accuracy of 95.10% for signal aspect and using hyperparameters makes the 
service aspect get the highest accuracy of 93.34%. 

Keywords: sentiment analysis, logistic regression, smote, boosting algorithm, word2vec, twitter

1. Introduction  

The use of social media today can be considered very 

high, everyone can use it freely according to their 

wishes. Thus, many people use social media to express 

opinions, comments, criticisms, and others. Twitter is 

among of the most largest social media that used by its 

users to express their opinions. All opinions or 

comments given can be used as important information 

for decision making for an organization or person. With 

large amounts of data, it is not possible to manually read 
and analyze the data, so to overcome this, Sentiment 

Analysis is needed. Sentiment Analysis, otherwise 

called Opinion Mining is a process of retrieval of 

information by analyzing a set of texts that can be 

classified based on attitudes, emotions and assessments 

of an entity such as a product or company [1]. 

Telkomsel is the largest cellular telecommunications 

operator in Indonesia which is often the talk of social 

media, especially Twitter. As a service or product 

provider company, sentiment analysis is certainly 

needed as an evaluation material in improving product 

quality. But this is not enough, companies need to know 
what aspects or things are commented on by the public, 

so it is necessary to use an aspect-based sentiment 

analysis approach. 

Up to this point, it is known that not many aspect-based 

sentiment analysis studies have tried to use feature 

expansion. Similar research on sentiment analysis was 

conducted by Joshua Acosta et al [2] on user opinions 

about United States airlines. In his research, a 

comparison of classification algorithms was carried out 

with the aim of finding an effective classification 

algorithm for sentiment classification. The feature 
expansion used is Word2Vec using 14,000 tweets data 

about United States flights. Based on the research that 

has been done, it is found that the Support Vector 

Machine and Logistic Regression classification 

methods have the highest accuracy rate of 72.00% 

compared to the Naïve Bayes method. The advantage of 

this research is the number of classification algorithms 

used by using different training models. However, there 

is a lack in this research, namely that the dataset used is 

quite small, resulting in an imbalance between 

sentiment classes. 

Ravinder Ahuja et al [3] compared 6 classification 
algorithms using TF-IDF and N-Grams feature 

extraction against SS-TWEET (Sentiment Strength 
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Twitter Datasets). The dataset contains a total of 4,242 

tweets. The purpose of this research was to determine 

the effectiveness of various feature extractions, namely 

TF-IDF and Bag of Words on the performance of 

sentiment analysis. Of all the classification algorithms 

used, Logistic Regression has the best performance 

with the value generated using TF-IDF is 50.00% and 

using N-Grams produces a value of 54.00%. Thus 

feature extraction using TF-IDF is the right choice to be 

used in text classification algorithms compared to N-
Gram. The advantage of this research lies in the use of 

many classification algorithms to compare using 

different feature extractions, but there is no feature 

expansion used in this research. 

Another research related to the use of the expansion 

feature was carried out by M. Ali Fauzi [4] by 

conducting a sentiment analysis of 772 reviews of 

Indonesian-language products using Support Vector 

Machines. The Word2Vec model is used as a feature 

expansion in this research to be compared with Bag of 

Words models such as Binary TF, Raw TF, and TF-IDF. 
The results obtained are that Word2Vec has the lowest 

accuracy rate of 70.00%, this is because the dataset used 

is too small while Word2Vec requires large amounts of 

data to understand word representation and place words 

that have the same meaning in closer positions. 

Based on these studies, it can be concluded that the 

logistic regression classification algorithm is quite 

effective for use in sentiment analysis. It is proven by 

the accuracy results that are produced compared to other 

classification algorithms. Although in research [4] the 

use of Word2Vec word embedding got the lowest 

accuracy, in this research an aspect-based sentiment 
analysis was carried out by combining similar feature 

expansion and TF-IDF as feature extraction. As a 

solution to the problem of imbalanced data, this 

research used SMOTE as an oversampling technique 

and Gradient Boosting is also used to optimize the 

classification process. The purpose of this research is to 

analyze the effect of the combination SMOTE with 

Word2Vec as feature expansion and boosting algorithm 

on aspect-based sentiment analysis. 

The rest of the paper is organized as follows. Section 2 

describe of the research method of aspect-based 
sentiment analysis on Twitter. Section 0 provides the 

experimental results and followed by the conclusion in 

Section 4. 

2. Research Methods 

This research was built using a system shown in Figure 

1 that begins with data collection by crawling, labeling, 

pre-processing, feature extraction using TF-IDF, 

implementing word2vec feature expansion, 

classification and finally evaluating the performance. 

 

Figure 1. Scenario Overview 

2.1 Sentiment Analysis 

Sentiment analysis is an analysis of opinions and 

emotions based on all kinds of text forms [5]. Sentiment 

analysis can also be seen as a discipline of machine 
learning, data mining, natural language processing, and 

computational linguistics which also applies from the 

sociological and psychological perspectives [6]. With 

this technique, sentiment can be determined from the 

opinion of each individual or group of people, in 

commercial terms, sentiment analysis can be used as 

evaluation material to improve the services or services 

provided by a company to customers. 

In its implementation, sentiment analysis will classify 

each opinion in the form of text, reviews, etc. into the 

positive or negative category. However, there are 

several things that are complicated in this sentiment 
analysis, namely if the text contains slang, misspellings, 

abbreviations, or even the use of emoticons. So it 

becomes an important task to identify the right 

sentiment for each word [5]. 

In sentiment analysis there are many different 

approaches or techniques, one of which is aspect-based 

sentiment analysis. Aspect-based sentiment analysis 

aims to identify the polarity of sentiment towards a 

more specific aspect within a sentence [7]. The aspect 

in question is a word that represents an entity. For 

example, in the following review sentence "The price is 
expensive but the internet is real fast", in that sentence 

there are two aspects, namely "price" and "internet" 

with negative and positive sentiments, respectively. 

Thus, the use of aspect-based sentiment analysis can be 

used to analyze the sentiments of each individual more 

specifically, namely paying attention to what aspects 

are commented on by each individual. 

2.2 Data Crawling 

Data crawl on Twitter is the process of retrieving or 

downloading data from Twitter server in the form of 

user data or tweet data by using the Twitter Application 

Programming Integration (API) [8]. In this study, 
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requires data in the form of tweets that discuss the 

Telkomsel provider from September 1st, 2021 to 

February 28th, 2022. 

The crawling process is carried out using the Python 

programming language with the help of the SNScrape 

library. SNScrape is a library that has many functions 

to retrieve and collect tweets from Twitter [9]. In 

collecting this data, several keywords were used as in 

Table 1 and managed to collect data as many as 16,992 

tweets which consists of tweet id, username, date and 

the tweet itself. 

Table 1. Crawling Keywords 

Keyword 

Telkomsel Signal 

Telkomsel Network 

Telkomsel is slow 

Telkomsel Quality 

Telkomsel Down 

Telkomsel Roaming 

Telkomsel trouble 

Telkomsel Error 

Grapari 

Telkomsel Service 

MyTelkomsel 

Telkomsel SMS Service 

2.3 Data Labeling 

In this stage, data labeling is carried out to determine sentiment 

towards the signal and service aspects of the tweet data. The 

label is in the form of number 1 (positive), number 0 (neutral), 

and number -1 (negative). Labeling was done manually by 7 

people including the author. This mechanism is carried out to 

facilitate labeling with very large data. If in this process there 

are doubts or it is difficult to determine the right sentiment label 

for a tweet, the votes will be counted from all participants and 

the sentiment label chosen is the most votes. An example of the 

labeling results can be seen in Table 2. The number of 

distributions for each label on each aspect can be seen in Table 

3 and  

Table 4.  

Table 2. Example of Tweet Class 

Tweet Sinyal Pelayanan 

“dahlah capek gue mana sinyal 

telkomsel lg jelek bgt :(” 
-1 0 

“Ah ajg udah niat ambis ngelarin tugas 

tapi terhalang sinyal telkomsel yg kaya 

anjing” 

-1 0 

“@milkeesway @Telkomsel CS 

Telkomsel emang selalu responsif. 

Sabar aja nanti pasti dibales” 

0 1 

“@jessptra pake Telkomsel biar bagus 

sinyal nya” 
1 0 

Table 3. Label Distribution for Signal Aspect 

Label Total 

Positive 471 

Neutral 6,870 

Negative 9,649 

 

Table 4. Label Distribution for Service Aspect 

Label Total 

Positive 1,216 

Neutral 13,546 

Negative 2,225 

2.4 Pre-processing 

Pre-processing is an important step in handling Twitter 

data. A tweet is a short message that is limited to many 

uses of irrelevant symbols, emoticons, misspellings, 
and slang words. Such characteristics can greatly affect 

the performance of sentiment analysis. So to avoid this, 

it is necessary to do pre-processing before feature 

extraction is carried out [10]. 

The following are the steps involved in this process. 

Cleaning text and Case folding is a technique to remove 

URLs, symbols, punctuation marks and change all 

letters to lowercase. Then after that tokenization is done 

to change the sentence into a word token. 

Generalization is also done to change the form of slang 

or abbreviations into actual words. Stopword Removal 

is carried out to remove words that have no meaning 
when they stand alone. Finally, stemming is a technique 

of removing affixes for each word and changing each 

word into its basic form. The results of the pre-

processing can be seen in Table 5. 

Table 5. Example of pre-processing 

Before pre-processing After pre-processing 

“@milkeesway @Telkomsel 

CS Telkomsel emang selalu 

responsif. Sabar aja nanti 

pasti dibales” 

['customer', ‘service’,  

'telkomsel', 'memang', 

'responsif', 'sabar', 'saja', 'balas'] 

2.5 Feature Extraction 

Feature extraction is the process of finding and 

retrieving features from tweets that can explain the 

properties of the tweet [8]. In this phase, TF-IDF is used 

as the feature extraction. Term Frequency-Inverse 
Document Frequency or what is known as TF-IDF is 

known as a way to assess the importance of words in a 

document. Term Frequency is used to count the number 

of times a word appears in a document. Inverse 

Document Frequency is used to calculate the 

importance of a word [3]. 

𝑇𝐹(𝑤𝑜𝑟𝑑) =  
𝐶𝑜𝑢𝑛𝑡(𝑤𝑜𝑟𝑑)

∑ 𝐶𝑜𝑢𝑛𝑡(𝑤𝑜𝑟𝑑𝑖)
𝑛
𝑖=0

 (1) 

𝐼𝐷𝐹(𝑤𝑜𝑟𝑑) =  log (
𝐶𝑜𝑢𝑛𝑡(𝑑𝑜𝑐𝑠)

𝐶𝑜𝑢𝑛𝑡(𝑤𝑜𝑟𝑑, 𝑑𝑜𝑐𝑠)
+ 0,01) 

(2) 

 

𝑇𝐹 − 𝐼𝐷𝐹 =  𝑇𝐹(𝑤𝑜𝑟𝑑) × 𝐼𝐷𝐹(𝑤𝑜𝑟𝑑) (3) 

The technique is used for weighting and extracting 

keywords from the dataset. The word weighting on the 

word feature is calculated based on equation (3) which 

calculates the frequency of occurrence of words in a 

tweet and the frequency of words in a document. The 

result of this process is a vector that represents the text 

and each word is given a weight. 
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2.6 Feature Expansion 

Word2Vec is a feature expansion which aims to process 

non-numeric data into numeric data. Word embedding 

Word2Vec is often used as a feature expansion for some 

text classifications [11]. This model works by building 

vocabulary from existing training data and then 

studying it and representing each word into a vector [4]. 

In text classification, this model is used because word 

embedding can find semantic and contextual 

relationships between words [12]. 

Word2Vec comes in two models: Skip-Gram and 

Continuous Bag of Words (CBOW). The Skip-Gram 

model the efficient one to study a large number of word 

in a form of vector. The Skip-Gram model attempts to 

make predictions in the area before and after the current 

word. The input is from the current word [13]. The 

illustration of Skip-Gram is shown in Figure 2. 

 

Figure 2. Word2Vec Skip-Gram 

Word2Vec output is a list of similar words. Shows the 

example output of Word2Vec where the target word is 

“koneksi”. 

Table 6. Similar words of koneksi 

Rank Word Similarity 

1 Konektifitas 61.53% 

2 Hdspa 58.93% 

3 Hspa 58.84% 

4 Iptv 58.20% 

5 Bandwidth 58.09% 

6 Voip 57.90% 

7 Tethering 57.77% 

8 Lifi 57.68% 

9 Wifi 57.59% 

10 Internet 57.55% 

The Word2Vec model will then be used as a feature 

expansion. The way it works is to look for a similar 
word from each word that has a value of zero then if the 

resulting similar word is match with in the tweet content 

or sentence, then the zero value will be replaced with 

weight value of the similar word. As an example, given 

a tweet “Lagi tethering pakai Telkomsel lambat 

banget”. Suppose “koneksi” is the word with zero 

feature value. Word2Vec will find similar words to 

“koneksi” as shown in Table 6. Since the word 

“tethering” as one of the similar words appears in the 

tweet content, then the feature value of “koneksi” will 

be replaced with “tethering” feature value. 

2.7 Classification 

In this study, logistic regression was used as a classifier 

to build a classification model. Logistic Regression 

(LR) is an algorithm used for classification problems. 

The algorithm is based on the concept of probability and 

uses a complex cost function called the Sigmoid 

function [14]. Logistic Regression can be binomial, 

ordinal or multinomial. In the case of binomial or what 
is often called binary logistic regression, it is usually 

used for data that produces two classes such as "0" and 

"1". In addition, in the case of multinomial logistic 

regression, it can produce outputs of more than 2 

classes, for example, “positive”, “neutral”, and 

“negative”. 

In the classification process, optimization is carried out 

by applying SMOTE in handling imbalanced data. The 

SMOTE algorithm adds an artificial sample to the 

minority class. Despite that, SMOTE does not 

oversample based on a simple sample copy. Instead, a 
small number of new samples are generated beyond the 

original dataset, which can avoid overfitting [15]. 

In addition to SMOTE, a boosting algorithm will also 

be applied during the classification process using 

Gradient Boosting. Boosting frameworks are a common 

way to improve the classification performance of 

learning algorithms that produce highly accurate 

classifiers by combining coarse and moderately weak 

classifiers [16]. 

2.8 Performance Evaluation 

Performance evaluation is an important thing that can 

be done to find out how well the performance of the 
system that has been built is. The performance can be 

calculated with the help of the confusion matrix. 

Confusion matrix is a calculation in the form of a matrix 

as shown in that states the correct amount of data after 

being classified and the number of incorrect data after 

classification [17]. 

Table 7. Confusion Matrix 

  Actual 

  Positive Negative 

P
re

d
ic

te
d

 

P
o

si
ti

v
e
 

True 

Positive 

False 

Positive 

N
eg

at
iv

e 

False 

Negative 

True 

Negative 

From Table 7, several values can be calculated, such as 

Recall, Precision, and Accuracy. Recall (4) is a 
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calculation to see how much data value has been 

predicted correctly from all positive classes. 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (4) 

Precision (5) is a calculation of how accurate the model 

is out of those predicted positive, how many of them are 

actual positive. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (5) 

Accuracy (6 which calculates how much of the entire 

class is predicted correctly. In addition to the 

calculation of these values, there is also what is called 

the F1-Score (7) whose value is useful for comparisons 

between the models used. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑁 + 𝐹𝑃
 (6) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  
2 × 𝑅𝑒𝑐𝑎𝑙𝑙 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 (7) 

In this study, the metrics that will be used are Accuracy 

and F1-Score. This is because Accuracy (6 is simply the 

ratio of the correctly predicted observations to the total 

observations. However, accuracy is good for use only 

on balanced datasets, so an F1-Score is required. F1-

Score aggregate Recall (4) and Precision (5) 

measurements under the concept of harmonic mean 

[18], so it is more useful than Accuracy if there is an 

uneven class distribution. 

3. Result and Discussion 

The purpose of this study was to determine the effect of 

using Word2Vec as an expansion feature combined 

with SMOTE and a boosting algorithm to optimize the 

model using Logistic Regression classifier. Evaluation 

is done by testing several scenarios to find the best 

combination of methods.  

In the first scenario, Logistic Regression and TF-IDF 

are used as feature extraction to determine the ratio that 

will be used in the next scenario and to be used as a 

baseline. The second scenario would be to combine 
baseline and use Word2Vec and SMOTE. In the second 

scenario feature expansion, three corpuses are used, 

namely Corpus Tweet, Corpus IndoNews, and Corpus 

IndoNews+Tweet. From each of these corpus feature 

expansions will be tested using Top 1, Top 5, Top 10, 

and Top 20 Features. Top N features is the process of 

taking N number of features or words that have the 

highest similarity value in the corpus. Then in the third 

scenario, it will combine the baseline with the feature 

expansion, SMOTE, and add a boosting algorithm for 

optimization. 

For each scenario, five times running or classifications 

were carried out, the final result was determined by 

taking the average value of the results of each 

classification. 

3.1 Results 

Table 8. Performance of LR + TF-IDF (Baseline) 

Ratio Aspect Accuracy F1-Score 

90:10 
Signal 93.02% 92.33% 

Service 85.29% 83.52% 

80:20 
Signal 93.09% 92.44% 

Service 85.25% 83.40% 

70:30 
Signal 93.01% 92.28% 

Service 85.04% 83.06% 

The performance of logistic regression combined with 

TF-IDF can be seen in the Table 8. Because at this stage 

the data used is still imbalanced, to determine which 

ratio to use as a baseline, we can see from the resulting 

F1-Score. F1-score can be used on imbalanced data 

with high true negative class for the assessment of 

prediction algorithm [19]. 

Based on the table, it can be seen that for the signal 

aspect the best ratio produced is 80:20 with an F1-Score 

of 92.44% and for the service aspect the ratio is 90:10 
with an F1-Score of 83.52%. Thus, the selected ratio 

will then be used as a baseline and in other scenarios. 

Table 9. Performance of Baseline + SMOTE 

Aspect Accuracy F1-Score 

Signal 94.37% 94.35% 

Service 89.35% 89.27% 

Table 9 shows the performance after trying to add 

SMOTE to the baseline to overcome the imbalance 

data. From these results, it was found that there was an 

increase in accuracy in both aspects. The signal aspect 

has increased accuracy by 1.37% and the service aspect 

has increased by 4.75% 

 

Figure 3. Performance of Baseline + SMOTE + Feature Expansion 

for Signal Aspect 

Figure 3 shows that the highest accuracy for the signal 

aspect after feature expansion is 94.42% using the 

IndoNews corpus in Top 10, which means the accuracy 

has increased by 1.42% compared to the baseline. 
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Figure 4. Performance of Baseline + SMOTE + Feature Expansion 

for Service Aspect 

The performance for the service aspect as shown in  

Figure 4 after the feature expansion got the highest 

accuracy of 91.38% using a Tweet corpus in Top 20. 

This indicates that the service aspect has also a 

significant increase in accuracy, which is 7.14%. 

Table 10. Performance of Baseline + Feature Expansion + SMOTE 

+ Boost 

Conditions Aspect Accuracy F1-Score 

Baseline + Feature 

Expansion + 

SMOTE + Boost 

Signal 95.10% 95.08% 

Service 93.08% 93.02% 

Based on Table 10, the performance results from the 

combination of Feature Expansion, SMOTE, and boost 

are shown. At this stage the signal aspect using the 

IndoNews corpus with Top 10 features and for the 

service aspect using the Tweet corpus with Top 20. 

With this method, both aspects have improved accuracy 

which is quite good. The increase in accuracy for the 

signal aspect is 2.16% and for the service aspect it is 

9.13%. 

With the condition as shown in the Table 10, re-

experimentation is carried out by adding 
hyperparameters such as solver, regularization, and C 

parameters that can control the penalty strength in the 

classifier to see whether the hyperparameters have an 

effect or not. 

Table 11. Performance of Baseline + Feature Expansion + SMOTE 

+ Boost + Hyperparameters 

Conditions Aspect Accuracy F1-Score 

Baseline + Feature 

Expansion + 

SMOTE + Boost + 

Hyperparameter 

Signal 94.86% 94.83% 

Service 93.34% 93.22% 

The results from the Table 11 show that after using 

hyperparameters, the signal aspect gets an accuracy of 

94.86% which indicates that there is a 0.25% decrease 

in accuracy compared to without using 
hyperparameters, while for the service aspect the 

accuracy obtained is 93.34%, which means an increase 

of 0.28%. 

 

3.2 Discussion 

Table 12. Comparison Results 

Conditions 
Accuracy 

Sinyal Pelayanan 

LR + TF-IDF (Baseline) 93.09% 85.29% 

Baseline + SMOTE 
94.37% 

(+1.37%) 

89.35% 

(+4.75%) 

Baseline + SMOTE + 

Feature Expansion 

94.42% 

(+1.42%) 

91.38% 

(+7.14%) 

Baseline + SMOTE + 

Feature Expansion + 

Boost 

95.10% 

(+2.16%) 

93.08% 

(+9.13%) 

Baseline + SMOTE + 

Feature Expansion + 

Boost + Hyperparameter 

94.86% 

(+1.90%) 

93.34% 

(+9.34%) 

 

 
Figure 5. Comparison Results 

S = SMOTE, F = Feature Expansion, B = Boosting 

Algorithm, H = Hyperparameter. 

Based on these experiments results on Table 12 and 

Figure 5, SMOTE can work well in dealing with data 

imbalances, this is proven by increasing accuracy for 

both aspects from the previous accuracy for the signal 

aspect 93.09% increased to 94.37% and for the service 

aspect from 85.29% to 89.35%.  

In addition, Word2Vec as feature expansion is 

important in this research because it can improve 

accuracy as well by identifying missing words in tweets 

and replacing them with words that are related 

semantically or meaning [20] and gets accuracy of 

94.42% for signal aspect and 91.38% for service aspect. 

The combination of Word2Vec, SMOTE, and Boosting 

Algorithm is effectively in increasing accuracy, the 

signal aspect gets the highest accuracy of 95.10%. 

However, when using hyperparameters the signal 
aspect decreased by 0.25% while the service aspect gets 

the highest accuracy of 93.34%.  

4. Conclusion 

In this research, combination of Word2Vec as a feature 

expansion, SMOTE as imbalance data handler and 

boosting algorithm for classification optimization has 

been implemented in aspect-based sentiment analysis. 

The dataset used in this study is 16,992 tweets that 

discuss several aspects such as signal and service 
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aspects. Data in the form of news articles from 

Indonesian media are also used during Feature 

Expansion. This study applies Logistic Regression as a 

Classifier and Gradient Boosting for optimization. 

Based on the final results, it was found that Word2Vec, 

SMOTE, and Boosting Algorithm combination with 

Logistic Regression classifier has high accuracy results 

for signal aspect with the result of 96.10%. Meanwhile, 

the use of hyperparameters for logistic regression only 

succeeded in increasing accuracy for the service aspect 
with the result of 93.34%. Thus, it is hoped that future 

research can try to use different hyperparameters and 

also different classification methods with a larger 

amount of data. 
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