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Abstract  

The World Health Organizations and the Ministry of Health of the Republic of Indonesia have required the use of masks to 
suppress the spread of COVID-19. WHO provides guidance on how to use a good mask to cover the mouth and nose. This 
study aims to detect the correct use of masks using the Convolutional Neural Network. CNN is a popular Deep Learning 
algorithm for image data classification problems. The Mask Usage Detector is built with the help of a pre-trained MobileNetV2 

model with an architecture that supports media that has minimum computations. This study will also compare the performance 
of three optimization methods from CNN, namely Adam, SGD, and RMSprop in detecting the use of masks. Performance will 
be seen from the test results by analyzing the values of accuracy, precision, and recall. The dataset used is in the form of image 
data of 2,029 images for 2 categories, namely "masked" and "unmasked". A total of 1,623 images were used as training data 
and 406 images for test data. Based on the testing process, the accuracy of each optimization is 93.84% with Adam 
optimization, 84.48% with SGD optimization, and 93.10% with RMSprop optimization. With the proposed model, this study 
obtains the performance results of the three CNN optimizations, and it is concluded that adam's optimization gives better 
performance results than the other two optimizations. 
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1. Introduction  

In 2019, the world began to be hit by the Coronavirus 
pandemic [1]. Since then, various ways have been done 

to minimize the spread of COVID-19. One way that is 

required by the government is to use a mask [2]. The 

World Health Organization (WHO) also provides 

advice on the use of masks as part of prevention and 

control efforts to minimize the spread of the COVID-19 

virus. In its guidelines, WHO also recommends wearing 

a good mask by covering the face, especially the mouth 

and nose [3]. 

Many public locations require visitors to wear masks. 

However, there are still many who ignore these 
regulations. This condition also sometimes often occurs 

in workers who work indoors or in offices, even though 

the spread of the COVID-19 virus can occur not only 

through splashes when sneezing or coughing, but can 

also occur when we talk, both indoors and outdoors. 

After the surge of the COVID-19 virus, many types of 

masks were issued both from the UMKM industry and 

other industries, these masks can be used to cover parts 

of the face, especially the nose and mouth, sometimes 

masks have their own advantages and disadvantages. 

There are about three types of masks that are now 

commonly used by some people, such as cloth or scuba 

masks, surgical or medical masks, and N-95 masks. 
With the various types of masks, sometimes they are not 

used according to the standards set by WHO, the 

standard is to ensure that the mask covers the nose and 

mouth, which is adjusted to the bridge of the nose to 

minimize the gap between the face and the mask[4]. 

The development of technology such as Artificial 

Intelligence (AI) is one of the technologies that is 

increasingly being applied by several researchers in 

recent years [4]–[8] to detect or recognize objects in an 

image [9]. One of the methods of artificial intelligence 

technology is the Deep Learning (DL) method, which is 
part of the science of Machine Learning (ML) based on 

artificial neural networks (ANN). DL can classify or 

detect directly both image and sound. Convolutional 

Neural Network (CNN) is one part of DL which is 

designed to manage data in two-dimensional form. 

CNN can learn directly from data in the form of images 

so that it can reduce the burden of programming. CNN's 

ability is stated as the best method from several 

researchers in detecting and recognizing objects which 

usually consist of neurons that have weight, bias, and 

activation function [10]. 
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CNN uses optimal value weights to give the minimum 

of error and maximum value for accuracy. CNN can 

also optimize the shape of the model into the most 

accurate form by utilizing its weight [11]. There are 

several optimizations used in the CNN method, namely 

Stochastic Gradient Descent (SGD), Root Mean Square 

Propagation (RMSprop), and Adam. Each of these 

optimizations has advantages so that it can provide the 

best results. 

Research conducted by Nyoman Purnama, et al  [4] 
performed mask detection using CNN with two 

optimizations, namely Adam and Gradient Descent. 

Based on the test results using the MobileNetV2 pre-

training model, it produces an accuracy value of 90% 

using CNN optimization, namely Adam, and 80% from 

Gradient Descent optimization. 

Another study by Budiman et al[5], tested a mask 

detection model made using CNN with a web-based 

MobileNetV2 architecture. Based on the research, the 

results obtained an average accuracy of 88.53% for the 

mask detection model. 

Other studies using CNN have also been conducted by 

Hairong Wang, et al. This study aims to apply image 

recognition to investigative audits. This study uses three 

CNN architectures namely MobileNetV2, ResNet18, 

and ShuffleNetV2 and compares three optimizations, 

namely SGD, Adam and RAdam. Based on the research 

results, the highest accuracy results for the 

MobileNetV2 architecture are 54.14% for SGD 

optimization, 65.4% for Adam optimization, and 

75.23% for RAdam optimization [6]. 

Another study by Abraham L, et al [7]. In this study, a 

model for the classification of agricultural land habitat 
classification in Ireland with the architecture of 

VGG16, ResNet34, MobileNetV2, and Stacked 

Ensemble was tested using four optimizations, namely 

Adam, RMSprop, SGD, Adam. Based on this research, 

the best accuracy results for the MobileNetV2 

architecture are models with RMSprop optimization, 

which is 75.12%. 

Research by Ashwaq Alsayed, et al [8], they tested the 

leaf disease detection model on apple trees using four 

pre-training models namely VGG16, ResNetV2, 

InceptionV3, and MobileNetV2 with four different 
optimizers, namely SGD, Adam, AdaDelta, and 

RMSprop. From the results of the study, the model was 

made using ResNetV2 with Adam's optimization 

getting the highest accuracy results compared to the 

combination of pre-training models and other 

optimizations, which was 94.7%. 

Based on the background, contributions of this study is: 

(1) Using datasets from two different sources, namely 

through open access Kaggle and real-time data from 

employees of Regional Office VII of the Palembang 

State Civil Service Agency (BKN); (2) developing a 

detection model using the CNN method of the 

MobileNetV2 architecture with three optimizations 

provided, namely Adam, SGD, and RMSprop; (3) 

Provide the performance of three optimizations of CNN 

using two different datasets. 

2. Research Methods 

The research method used in this study is a combination 

of qualitative methods to obtain a system design and 

quantitative methods through experiments to test how 

effective the system is. 

 
Figure 1. Research Flow 

2.1 Data Collection 

The data used for this study uses data consisting of a 

collection of images that have been separated in 

separate folders between images of people wearing 
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masks and not wearing masks. This folder is also a 

category for classes, namely “Masked” and 

“Unmasked”. This study uses 2 dataset sources, the first 

is from an open access dataset, namely Kaggle [12], the 

second is from images of people wearing masks and not 

wearing masks from employees of Regional Office VII 

BKN Palembang. Figure 2 is an image of Kaggle, while 

Figure 3 is an image of an employee of Regional Office 

VII BKN Palembang. 

 
Figure 2. Datasets images from Kaggle 

 
Figure 3. Datasets images from employees of Regional Office VII 

BKN Palembang 

2.2 Data Preprocessing 

Data preprocessing is an activity to process and analyze 

data with several stages. First, resize the image to a size 

of 224x224 pixels according to the provisions of 

MobileNetV2  [13], [14]. 

Then convert the dataset label into a binary class matrix. 

First the image will be converted in the form of an array 
containing the pixel values in the image. Because the 

range of pixel values in the image is too far (between 0-

255), then scaling is done to get the pixel values that 

previously ranged from 0 to 255, now range from -1 to 

1. After scaling the pixel values, then the results of the 

scaling are converted in decimal form so that later it can 

be converted into a binary class matrix. After becoming 

a binary class matrix, the image features are ready to be 

processed and included in the feature extractor as the 

main ingredient for the process of making the mask 

detection model. Figure 4 is the result of converting the 

image into a binary class matrix array. 

 
Figure 4. Image converted into binary class matrix 

Then, the distribution of the dataset uses the technique 
of split validation, where this technique divides the data 

into two parts based on the distribution of data 

consisting of training data and test data. This technique 

has been used by Lasniari, et al [15] and Putri Annisa, 

et al [16] in detecting or classifying an image with a 

ratio of 80% training data and 20% test data and 

produces an average accuracy of above 90%. The 

training data will be used to recognize image patterns 

and create models, while the test data will be used to 

test and evaluate the models that have been made. The 

ratio of training data and test data in this study was 80% 

for training data and 20% for test data. 

Augmentation of the research data is to use a technique 

to increase the variation of the dataset by applying a 

random but realistic transformation. This activity is to 

rotate, zoom, shift the image and flip the image [17]. 

Figure 5 is one of the results of augmenting the Kaggle 

dataset numbered 1005. 

 
Figure 5. Augmentation Dataset number 1005 

2.3 Feature Extraction 

Feature Extraction in this study uses existing features 

on MobileNetV2. MobileNetV2 is an architecture that 

exists on CNN in overcoming large amounts of data 

computing [18]. The feature used is a linear bottleneck 

which contains several layers of convolution depthwise 

and pointwise and a shortcut connection between 

bottlenecks. Figure 6 is an overview or business model 

of the architecture of MobileNetV2 that uses Linear 

Bottlenecks and shortcut connections between 

bottlenecks. 
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Figure 6. MobileNetV2 Architecture 

The layers in the MobileNetV2 architecture perform 

feature extraction on the input image layer as well as to 

reduce the dimensions of the image, so that it can be 

easier and more efficient in the next step, namely 

classification with Fully Connected Layer. 

2.4 Classification 

CNN is a type of Neural Network that is most suitable 

for the classification process on image data [9]. CNN 

consists of two main parts, namely the feature 

extraction section and the classification section. In the 

feature extraction section, there are several processes, 

namely Convolutional layer, activation function and 

pooling. The results of the feature extraction process are 

then carried out with a classification process with a fully 

connected layer to produce detection results [19], [20]. 

In figure 7 is the architecture MobileNetV2. 

 

Figure 7. Architecture MobileNetV2 

In the training process, an error is often found which is 

called a loss. To measure the loss obtained in each 

epoch, a loss function is needed. The loss function used 

in this study is Binary Cross Entropy. This loss function 

is used because this research makes a model with two 

classes. Binary Cross Entropy measures loss by 

calculating the target probability with the log of the 

prediction [21]. 

This study uses three optimizers on CNN. Optimizer is 

a technique for optimizing the weight value in the 

backpropagation process in the Neural Network with 

the aim of getting the classification results with the 

smallest possible error or loss value [22]. The three 

optimizations used are Adam, SGD and RMSprop.  

The result of the feature extraction is then converted 

into a vector form called Flattening. After flattening is 

done, then proceed with the classification process using 

a Fully Connected Layer with total epochs of 50. To 
reduce the risk of overfitting, one of the regularization 

techniques used is Dropout. 

Dropout layer works by eliminating one or more 

neurons in the hidden layer randomly in Neural 

Network [23]. The dropout value used in this study is 

0.5. 

 

Figure 8. Illustration of Neural Network with Dropout [23] 

2.5 Model Evaluation 

Pattern recognition techniques and retrieval of 

information to evaluate the performance of the model to 

be developed using accuracy, precision, and recall. 

Accuracy is an illustration of how accurately a machine 

learning model can classify data correctly. Or the 

number of correctly classified data divided by the total 

number of data. Precision is an illustration, of all data 

that has been predicted as data with a positive label 

(masked), how many are actually masked. Recall is an 

illustration, of all the data that is truly positive (masked 

data), how many are actually predicted as masked data 
[24]. The form of accuracy, precision, and recall 

equations can be seen from the equations with numbers 

1, 2, and 3. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
TP+TN

TP+TN+FP+FN
            (1) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
TP

TP+FP
                (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
TP

TP+FN
                (3) 

where TP is the amount of data with positive values and 

is predicted to be positive, then TN is the amount of data 
with negative values and predicted to be negative, then 

FP is the amount of data with negative values but 

predicted to be positive, and FN is the amount of data 

with positive values but predicted to be negative. 
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2.6 Description and System Flow 

The designed model is a model that is able to detect the 

use of masks. This model will be built using the CNN 

method and the MobileNetV2 architecture. Making the 

system begins by collecting datasets in the form of 

images of people wearing face masks. The image data 

is divided and categorized into two, namely “masked” 

and “unmasked”. This image dataset was obtained from 

the Kaggle platform [12] and a photo of employees of 

the Regional Office VII of the Palembang Civil Service 

Agency. 

The mask detection model using the CNN method was 

created using Python with the help of Tensorflow and 

Keras, a framework used to create machine learning and 

deep learning models. While Keras is a Neural Network 

API that has the ability to run on Tensorflow [4]. 

After generating a classification model or detecting the 

use of masks, the next step is to carry out the testing 

process on the developed model. Then proceed with 

evaluating the performance of the model using 

accuracy, recall, and precision. 

3.  Results and Discussions 

This study makes a classification model to detect 

images with two classes, namely "masked" and 

"unmasked". This model was created using the CNN 

method with the MobileNetV2 architecture with linear 

bottleneck features and shortcut connections between 

bottlenecks. The results of this study are:  

3.1 Dataset 

Total number of datasets for this study is 2,029 images 

consisting of 1,000 images with masks with details of 

968 based on Kaggle data and 32 data from Regional 

Office VII BKN Palembang employees, then the image 
dataset without masks amounted to 1,029 images with 

details 947 data from Kaggle data and 114 data from 

Office employees. Regional VII BKN Palembang. The 

results of this dataset can be seen in table 1. 

Table  1. Dataset Result Table 

Source Masked 

Images 

Unmasked 

Images 
Total 

Kaggle 968 947 1.915 

Regional Office 

VII BKN 

Palembang 

employees 

32 82 114 

Grand Total 1.000 1.029 2.029 

3.2 Data Preprocessing 

Data preprocessing is an activity to process and analyze 

data to be converted into a binary class matrix and into 
augmented data. Figures 4 and 5 show the results of 

preprocessing image data which is converted into a 

binary class matrix and into augmented data. 

Then the dataset is divided into test data and training 

data, as many as 1,623 images in the dataset are used as 

training data and as many as 406 images in the dataset 

are used as test data. 

3.3 Feature Extraction 

After the dataset is ready, then proceed with the process 

of extracting features or feature extraction. The feature 

extractor used in this process is MobileNetV2. 

MobileNetV2 is a pre-training model that uses the 

Convolution Neural Network as the basis for its 

architecture. 

MobileNetV2 is used in this research because of its 

architecture which is known to be able to overcome the 

need for over-computing. MobileNetV2 consists of a 

collection of bottlenecks in which there are 3 layers, 

namely a pointwise convolution layer equipped with a 

non-linear ReLU activation function, a depthwise 

convolution which is also equipped with a ReLU non-

linear activation function, and the last one is a pointwise 

convolution layer but without a ReLU function. non-

linear activation. 

3.4 Classifications 

The proposed CNN architecture using MobilenetV2 can 

be seen in table 2, where in this architecture we use 18 

blocks containing depthwise and pointwise 

convolution. 

Table  2.CNN Architecture 

Layer Output Shape Param 

input_1 (InputLayer) (None, 224, 224, 3) 0 

Conv1_pad (ZeroPadding2D) (None, 225, 225, 3) 0 

Conv1 (Conv2D) (None, 112, 112, 32) 864 

bn_Conv1 

(BatchNormalization) 
(None, 112, 112, 32) 128 

Conv1_relu (ReLU) (None, 112, 112, 32) 0 

expanded_conv_depthwise (None, 112, 112, 32) 288 

expanded_conv_depthwise_

BN 
(None, 112, 112, 32) 128 

expanded_conv_depthwise_r

elu 
(None, 112, 112, 32) 0 

expanded_conv_project 

(Conv2D) 
(None, 112, 112, 16) 512 

expanded_conv_project_BN (None, 112, 112, 16) 64 

bottleneck_1 (None, 112, 112, 96) 1536 

bottleneck_2 (None, 56, 56, 96) 3456 

bottleneck_3 (None, 56, 56, 144) 3456 

bottleneck_4 (None, 28, 28, 192) 6144 

bottleneck_5 (None, 28, 28, 192) 6144 

bottleneck_6 (None, 28, 28, 192) 12288 

bottleneck_7 (None, 14, 14, 384) 24576 

bottleneck_8 (None, 14, 14, 384) 24576 

bottleneck_9 (None, 14, 14, 384) 24576 

bottleneck_10 (None, 14, 14, 384) 24576 
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bottleneck_11 (None, 14, 14, 576) 55296 

bottleneck_12 (None, 14, 14, 576) 55296 

bottleneck_13 (None, 7, 7, 960) 55296 

bottleneck_14 (None, 7, 7, 960) 
15360

0 

bottleneck_15 (None, 7, 7, 960) 
15360

0 

bottleneck_16 (None, 7, 7, 960) 
15360

0 

Conv_1_bn 

(BatchNormalization) 
(None, 7, 7, 1280) 5120 

out_relu (ReLU) (None, 7, 7, 1280) 0 

average_pooling2d 

(AveragePooling) 
(None, 1, 1, 1280) 0 

Flatten (Flatten)  (None, 1280) 0 

dense (Dense) (None, 128) 
16396

8 

dropout (Dropout) (None, 128) 0 

dense_1 (Dense) (None, 2) 258 

Based on the test results of the CNN method using a 

learning rate of 0.001, with an epoch of 50 resulting in 

accuracy for each optimization used, namely Adam 

(97.39%), SGD (92.24%), and RMSprop (96.74%). 

Figure 9 is the result of the accuracy for each 

optimization of CNN, it can be seen that the Adam gives 

a better value than the other two optimizations, while 

Figure 10 shows the validation loss of the three 

optimizations, where the valid loss of the three 

optimizations can be said to be optimal or trained to 

identify patterns from the dataset, because the more 
epochs or iterations, the smaller the training loss or 

when the epochs increase the training error score will 

decrease. 

The x-axis in Figures 9 and 10 is depicted as Epoch or 

the number of times the model is trained, while the y-

axis in Figure 9 shows the magnitude of accuracy and 

the y-axis in Figure 10 shows the amount of loss. 

 

Figure 9. Training Accuracy Plot 

Figure 9 shows the process of the accuracy of each 

model with the optimization of Adam, SGD, and 

RMSprop in each Epoch. From the picture it can be seen 
that the movement of Adam's accuracy value has 

dominated since the first Epoch starting from 95.51% to 

the last Epoch 97.36% while in RMSprop it started 

73.66% to 96.74% and SGD 53.50% to 92.24%. 

Although the accuracy of RMSprop and SGD has also 

increased, Adam's performance is better than the other 

two optimizations. 

 

Figure 10. Training Loss Plot 

Figure 10 shows the process of loss results for each 

model with Adam, SGD, and RMSprop optimizers in 
each Epoch. From the picture, we can see that the loss 

value movement of Adam looks quite good since the 

first Epoch starting from 11.96% to the last Epoch 

5.04% while in RMSprop starting from 61.33% to 

12.05% and SGD starting from 81.04% to 29.28%. 

Although the loss value of RMSprop and SGD also 

decreased, the loss value of Adam was better than the 

other two optimizers. 

3.5 Model Evaluation 

The number of objects exposed to light and the distance 

between the object and the camera will determine the 

detection results of the model. The amount of data used 
for testing is 406 images for each model with different 

optimizations. Based on the test results obtained 

confusion matrix as shown in Figure 11. 

Figure 11 is the result of the confusion matrix, which 

shows that the mask detection model with Adam's 

optimizer has succeeded in classifying 193 images of 

objects that use masks correctly and only has 16 images 

misclassified. As for the object of people who do not 

use masks, 190 images were successfully classified 

correctly, with only 7 images that failed to be classified 

correctly. Meanwhile, the mask detection model with 
SGD optimizer succeeded in classifying 190 images of 

objects that used masks correctly and only experienced 

a misclassification of 32 images. As for the object of 

people who do not use masks, 174 images were 

successfully classified correctly, with only 10 images 

that failed to be classified correctly. Then the RMSprop 

optimizer succeeded in classifying 189 object images 

that used masks correctly and only experienced 

misclassification of 13 images. As for the object of 

people who do not use masks, 193 images were 

successfully classified correctly, with only 11 images 

that failed to be classified correctly. 

Table 2 is a detailed test based on training data, data 

validation, and data testing with three optimizations 

from CNN, namely Adam, SGD and RMSprop. From 
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the table, the average masked and unmasked data was 

detected at 91.27%. 

 

Figure 11. Confusion Matrix 

The results of the test evaluation using the proposed 

model are depicted through a confusion matrix on the 

recall/sensitivity and precision values for each model 

with each optimization with details that can be seen in 

Figure 12 and Table 2. 

 

Table  3.Detection Results Table  

Data 
Optimize

r 
Classes 

Total 

Data 

Detct

ed 

Undete

cted 

Trainin

g 

Adam 

Masked 696 693 3 

Unmasked 683 651 32 

SGD 

Masked 696 679 17 

Unmasked 683 518 165 

RMSprop 

Masked 696 679 17 

Unmasked 683 518 165 

Validat

ion 

Adam 

Masked 104 102 2 

Unmasked 140 129 11 

SGD 

Masked 104 104 0 

Unmasked 140 114 26 

RMSprop 

Masked 104 103 1 

Unmasked 140 122 18 

Test 

Adam 

Masked 200 193 7 

Unmasked 206 188 18 

SGD 

Masked 200 189 11 

Unmasked 206 154 52 

RMSprop 

Masked 200 194 6 

Unmasked 206 184 22 

 

 

Figure 12. Model Evaluation Plot 

Table 4.Model Evaluation Table  

Optimizer Accuracy Recall Precision 

Adam 93,84% 91,47% 96,50% 

SGD 84,48% 78,42% 94,50% 

RMSprop 93,10% 89,81% 97,00% 

The results of the graph and model evaluation table 

above show that the detection model can identify 

whether the object is wearing a mask or not. The model 
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with Adam optimization seems to get higher accuracy 

and precision results than the model with SGD or 

RMSprop optimization. As for recall/sensitivity, 

RMSprop is able to get the highest value when 

compared to models using Adam or SGD optimization. 

Meanwhile, from Figure 12, it can be seen the 

performance of the model through the calculation 

method of precision and recall/sensitivity. From the 

results of the classification test, it can be seen that the 

recall/sensitivity value for the Adam optimization 
model is 91.47% and the precision value is 96.50%. As 

for the model with SGD optimization, the 

recall/sensitivity value is 78.42% and the precision 

value is 94.50%. Then for the model with RMSprop 

optimization, the recall/sensitivity value is 89.81% and 

the precision value is 97.00%. 

The testing process that has been carried out gives 

results with an accuracy value of 93.84% for Adam 

optimization, 84.48% for SGD optimization and 

93.10% for RMSprop optimization. Based on the results 

of the detection of the use of masks using the CNN 
method, the three optimizations used produce good 

accuracy values. 

These results are obtained based on the Classification 

Report using the evaluation of the Confusion Matrix as 

shown in table 5. 

Table  5. Analysis of Classification Test Results 

Opti

mizer 
Class 

Detet

cted 

Undete

cted 

Accurac

y 
Recall 

Precisio

n 

Adam 

Masked 193 7 

93,84% 91,47% 96,50% 
Unmask

ed 
188 18 

SGD 

Masked 189 11 

84,48% 78,42% 94,50% 
Unmask

ed 
154 52 

RMS

prop 

Masked 194 6 

93,10% 89,81% 97,00% 
Unmask

ed 
184 22 

Table 6 provides information on the comparison of the 

performance we proposed model with related studies 

that have been carried out. 

Table  6.Table of  Performance Comparison with Related Research 

Author Dataset Optimasi Metodologi Akurasi 

Nyoman 

P, dkk[4] 

Pencarian 

Internet 

 & Real 

time 

Adam, 

Gradient 

Descent 

MobileNet

V2 

90%, 

80% 

Budiman 

B, dkk[5] 
Kaggle 

Tidak 

disebutka

n 

MobileNet

V2 
88.53% 

Hairong 

Wang, 

dkk[6] 

Tidak 

disebutkan 

SGD, 

Adam 

RAdam 

MobileNet

V2 

54.14%, 

65.4%, 

75.23% 

Abraham 

L, dkk[7] 

Real-time 

dataset dari 

kamera 

drone 

Adam, 

RMSprop

, 

SGD, 

NAdam 

MobileNet

V2 

62.54%, 

72.66%, 

52.21%, 

65.55% 

Alsayed 

A, dkk[8] 
Kaggle 

SGD, 

Adam, 

Adadelta, 

RMSprop 

MobileNet

V2 

70.60%, 

76.64%, 

37.08%, 

80.49% 

Model 

yang 

diusulkan 

Kaggle & 

Real-time 

dataset dari 

pegawai 

Kantor 

Regional 

VII BKN 

Palembang  

Adam, 

SGD, 

RMSprop 

MobileNetV

2 

93.84%, 

84.48%, 

93.10% 

Based on table 6, the results of the comparison above 

show the accuracy value of the model proposed in this 

study, getting the highest value, namely 93.84% for the 
Adam optimization model, 84.48% for SGD 

optimization, and 93.10% for RMSprop optimization. 

This value is obtained by using the CNN architecture 

model described in table 2, this architecture which has 

18 blocks containing depthwise and pointwise 

convolution layers is carried out for the three 

optimizations of Adam, SGD, and RMSprop. 

Based on the results of the application of the model that 

has been carried out and references from several 

studies, Adam's optimization can provide a higher 

accuracy value because it can use the best properties of 
RMSprop optimization to handle sparse gradients on 

noisy problems [25]. Adam also added the bias-

correction feature of RMSprop so that it is proven that 

this bias-correction feature makes the model results 

with the Adam optimizer slightly outperform RMSprop 

[26]. Adam updates the learning rate continuously on 

each network weight, while in SGD uses a single 

learning rate for all network weights, because of that 

Adam is called Adaptive momentum [27]. 

4.  Conclusion 

The research model that we have proposed has 

succeeded in developing a CNN model with the 
MobilenetV2 architecture using two different dataset 

sources, namely from Open Access Kaggle and from 

real time data. 

The results given are to see the performance of the 

Adam, SGD, and RMSprop optimization of the 

proposed CNN MobilenetV2 model based on a 

classification report with evaluation of the confusion 

matrix, namely accuracy, precision and recall. 

The results of this study can outperform related research 

because it provides a higher accuracy value, which is 

seen from Adam's optimization which is 93.84%. This 
optimization gives a higher value because of the 

combination of using the best properties of RMSprop 

and updating the learning rate on a regular basis which 
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is different from SGD which is only done once for the 

entire network weight. 
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