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Abstract  

Indonesia is a country rich in a variety of regional cultures. Regional airspace needs to be preserved so as not to become 
extinct. One of them is the local culture of Central Java Province, namely Javanese Character. In this modern era, globalization 
is growing in every country. The impact of globalization is increasingly widespread and developing in society. One effect of 
globalization is local people prefer foreign language skills to learn local languages. This study, applies the method of character 
recognition using a new combination workflow that contains Local Binary Pattern (LBP) and Information Gain. Then compare 

Support Vector Machine (SVM), k-Nearest Neighbor and Naïve Bayes. The LBP method is used to obtain an image's texture 
or shape characteristics. Information Gain is used for the feature selection algorithm, whereas SVM, k-Nearest Neighbor and 
Naïve ayes is used for the classification method. From previous research, the information gain method succeeded in increasing 
the accuracy by 2%. This research compares the SVM classification with another classification method, and the result shows 
that our proposed can improve classification performance. The best accuracy result using SVM classification gets 87,86%, at 
ten folds and cell size 64x64. 

Keywords: character recognition; javanese character; information gain; LBP

1. Introduction  

Indonesia is a country rich in regional culture. Regional 

culture needs to be preserved so that its existence is not 

extinct. Local languages are one of the regional cultures 

that need to be kept. The impact of globalization that is 

continuously developing makes people prefer to learn 

and develop other language skills compared to learning 

local languages. One of the well-known regional 

cultures of Central Java Province is Javanese Character. 

Javanese Character has a historical story originating 

from the land of Java [1]. 

Along with the changing times, the globalization 

influence is growing and entering most countries 

including Indonesia. The impact resulting from 

globalization is the loss of regional culture and being 

replaced by foreign cultures. The rapid growth of 

globalization has caused society to be unable to filter its 

effects. That way it can quickly eliminate the local 

culture. Globalization also has a positive influence, one 

of which is information technology [2]. That way, the 

preservation of regional culture, especially Javanese 

Characters can be done. The preservation was carried 
out by way of introducing Javanese Character 

characters. Character recognition is a branch of the field 

of Digital Image Processing. In digital image 

processing, character recognition is also called Optical 

Character Recognition [3]. In this research, pattern 

recognition is applied to handwritten images of 

Javanese characters. 

Several research have been conducted [4]- [8]. Then, in 

research [8], the local binary pattern feature extraction 

method produces a large number of features so that 

feature simplification is required. In this research, the 

author will conduct experiments by applying the LBP 
method to extract texture features. The LBP method is 

a suitable method of doing texture analysis [9], [10]. 

The Local Binary Pattern method works by creating a 

new binary pattern derived from comparing the median 

pixel value with the neighbor pixel value [11]. LBP 

produces a large number of features so it needs to be 

simplified. Information feature selection is used to 

simplify irrelevant features. This study applies the 

Information Gain method as a feature selection method. 

Information Gain works based on the ranking of the 

attributes [12]. 

Research on Information Gain in Image has been 
carried out, among others. Conducted by Adel Hamdan 

et al [13], about Comparing Information Gain and Gain 
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Ratio on three classifications. Result show the feature 

selection methods done in the pre-processing stage, and 

by implementing the gain ratio method, the average 

level of precision is 0.88 for the Naive Bayes method, 

0.71 for the C4.5 method and 0.89 for the SVM method. 

For the final result, the SVM method gives a little bit 

better than naïve Bayes and C4.5 results with gain ratio. 

Subsequent research was carried out by Asma Elmaizi 

et al [14], about classification and dimensional 

reduction using the Information Gain method. The 
method based on hyperspectral bands selection is 

adopted for picking the most informative bands and 

deleting the irrelevant and noisy ones. The research 

compares with the MRMR, MIFS and MIFB, and the 

result is  IGBS achieves 96.83% accuracy with 80 

bands, which is higher than MRMR by 2% and higher 

more than 1.5% from MIFS and MIFB. The conclusion, 

the Information Gain method outperforms the 

reproduced method.  

Research conducted by Xinzheng Wang et al [15], 

about a novel feature selection method using Feature 
Set Equivalence and Mutual Information Gain 

Maximization. The proposed method in this research, 

MIGM achieves the highest accuracy with two different 

classifiers. The overall accuracy of MIGM over ten 

datasets is 75.37%. Meanwhile, the MIGM method 

obtains the highest average accuracy on seven out of ten 

data sets. The conclusion, sparse autoencoder, and 

stacked sparse autoencoder can work properly.  

Research conducted by Ajib Susanto et al [8], about the 

Character Recognition of Javanese Characters using K-

Nearest Neighbor method based on Local Binary 

Pattern. This research uses a Local Binary Pattern as a 
feature extraction method and a k-Nearest Neighbor as 

a classification method. The testing was carried out 

using 160 image datasets.  The test results show that  the 

combination of cell size parameters measuring 64x64 

and parameter k=3 gives the highest accuracy of 82,5% 

Another research conducted by Wibowo et al [16], 

about Javanese character feature extraction based on 

Shape Energy. This research uses the Shape Energy 

method for feature extraction, which is one of the 

methods with the basic idea of how the character can be 

distinguished simply through its skeleton. The testing 
was carried out using 387 data with 19 labels by using 

K-Nearest Neighbor as a classification method. The 

result, generate through the Cross-Validation get an 

accuracy value of 81.90% with an angel of 20 degrees.  

With the background and several journals that have 

been discussed, especially in journals [8]which has a 

problem with the amount of binary data resulting from 

the feature extraction stage. So, the main contribution 

of this paper is adding a feature selection method using 

information gain, the result of feature extraction can be 

simplified and then can affect the performance of the 

classification. Then, the authors compare three 

algorithms Support Vector Machine algorithm, K-

Nearest Neighbors algorithm and Naive Bayes 

algorithm for classification. 

2. Research Methods 

 

Figure 1. Flow Chart of Research Method  

2.1 Dataset 

The dataset used in this research uses handwritten 

Javanese character as many as 160 records, which is 

divided into 120 training data and 40 test data. The data 

is the same as previous research [8] 

2.2 Preprocessing 

From Figure 1. it is known that the first step in testing 

is to preprocess the dataset used. At the preprocessing 

stage using the Matlab application. There are 2 

processes carried out at the preprocessing, resize and 
grayscale. Resize, the image dataset will equalize the 

image size of all images, 640 x 480 pixels. Grayscale, 

then the image color will be changed to grayish as 

shown in Figure 2.  

 

 

 

 

 

 

Figure 2. RGB image to Grayscale Image 
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After that, the binary numbers from the grayscale image 

will be used for the next step. 

2.3 Feature Extraction 

After get the preprocessing results, it will proceed to the 

feature extraction stage. At the feature extraction stage, 

the proposed method uses a Local Binary Pattern. The 

researcher will use three cell sizes at this stage, namely 

32x32, 64x64, and 128x128. However, this method is 

sensitive to image noise and cannot capture macro-

structural information. 

This method works by calculating one pixel’s value 

with neighboring pixels (an) divided into a0 to a7 shown 

in Figure 3. The values resulting from pixel calculation 

are then compared and get a new binary pattern. These 

binary patterns are features that can represent pixels. 

a0 a1 a2 

a7 ax a3 

a6 a5 a4 

 

170 206 190 

231 195 215 

192 189 223 

Figure 3. Determination of neighbor pixel value 

In Figure 4 after getting the neighbor pixel value, the 

next step is the image threshold with a limit value equal 

to the ax value. Then, give each Neighbor a weight with 

a weighted value of 2n. 

0 1 0 

1  1 

0 1 1 

 

1 2 4 

128  8 

64 32 16 

Figure 4. LBP calculation on image-based the result of the threshold 

The result of the threshold determines the value of LBP. 

If the value is 0, the weight value is 0, whereas if the 

value is 1 then the weight value is maximum. The result 

of the threshold : 

0 1 0 

1  1 

0 1 1 

 

Threshold = 01011101 

The value of LBP : 

1 2 4 

128  8 

64 32 16 

 

LBP = 0 + 2 + 0 + 8 + 16 + 32 + 0 + 128 = 186 

Form the calculation of LBP, then the result of LBP for 

the block image is 186. So, the value of ax is 186. 

2.4 Feature Selection 

From the research [8], the LBP result has large feature. 

The main contribution of the research in this step. The 

results from feature extraction will be simplified at the 

feature selection stage. The method used at the feature 

selection stage is Information Gain Weighted.  

Information gain is a feature selection algorithm, that 

works by ranking attributes and reduces noise, and it 

may cause irrelevant features [12]. Determination of the 

best attributes is a stage of Information Gain, aims to 
eliminate irrelevant features. The best attribute is done 

by calculating the entropy value. Entropy is an abstract 

measure in its simplest form. To calculate the entropy 

value, shown in the equation (1). 

𝑒𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) =  ∑ − 𝑃𝑖 log2 𝑃𝑖
𝑐
𝑖              (1) 

From equation (1), c is the number of classes in the 

dataset. While Pi is the number of the sample from class 

- i 

After the entropy value is obtained, then calculate the 

weight gain value with equation (2) 

𝑔𝑎𝑖𝑛(𝑆, 𝐴) = 𝑒𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) − ∑
|𝑆𝑣|

|𝑆|
𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆𝑣)𝑉𝑎𝑙𝑢𝑒(𝐴)               (2) 

From equation (2), S is the sample data value. A is an 

attribute in the dataset. |Sv| is the number of samples of 

the importance of v, while v is the possible value of 

attribute A. 

The information gain method works by removing 

features that are not relevant to the classification 

process. Features that meet the weighting criteria will 

be used in the next process. 

FBT FBU FBV FBW 

0 0,9992 0,0841 0 

0 0 0,995 0,135 

0 0,9991 0,0035 0,4521 

 

FBT FBU FBV FBW 

0 0 0,0841 0 

0 0 0,995 0 

0 0 0,0035 0 

Figure 5. Feature Selection Information Gain applied in feature data  

Figure 5, illustrates the reduction in the number in cells 

in the feature which is the result of information gain. In 

this process, the results from feature extraction will be 

simplified and will be weighted. 

2.5 Classification 

The value of the weights obtained will then be tested in 

the Cross-Validation process. The dataset will be 

divided into training data and random test data in this 
process. Then it will be classified using the SVM, k-NN 

and Naïve Bayes Method. 

Support Vector Machine (SVM) is a learning algorithm 

that uses a hypothetical space in a linear function in a 
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feature space with high dimensions. SVM is designed 

to minimize the error and maximize the separation 

margin among different classes. 

 

 

Figure 6. Hyperplane boundary separating two class 

Figure 6, illustrates some of the data that are members 

of 2 classes, namely class -1 and class +1. Circle data 

goes to class -1, while square data goes to class +1. The 

best hyperplane between the two classes can be found 

by measuring the margins hyperplane and searching for 

its maximum point. Margin is the distance between the 

hyperplane with the closest data from each category. 

The data most relative to the hyperplane is called the 

support vector. The equation of SVM can be show in 

equation (3), (4), and (5). 

𝑓𝑠𝑣𝑚(𝑥) = 𝑤. 𝑥 + 𝑏               (3) 

Where, 

𝑤 =  ∑ 𝛼𝑖𝑦𝑖𝛷(𝑥𝑖)𝑖 ∈𝑁                 (4) 

With 

𝐾(𝑥𝑖 , 𝑥𝑗) =  𝛷(𝑥𝑖)𝛷(𝑥𝑗)              (5) 

Where Kernel is function, and b is bias value. 

The support Vector Machine algorithm is divided into 

two types: linear and non-linear SVM. In linear, the 

algorithm works on data that can be linearly separated. 

At the same time, the data that cannot be separated 

linearly can use non-linear SVM. On non-linear SVM 

using the kernel on the data feature, the kernel’s 

function is mapping features from lower dimension to 

higher dimension. The equation of the kernel can be 

shown in equation (6) and (7). 

𝛷 =  𝐷𝑟 →  𝐷𝑞               (6) 

 

𝑥 →  𝛷 (𝑥)               (7) 

Where Φ is the kernel mapping, D is the data train, r is 

the feature data before mapping, and q is the feature set 

after mapping. While x is training data, x1, x2, and xn ϵ 

Dr is a mapping feature. 

K-Nearest Neighbor (K-NN) is a simple classification 

algorithm that categorizes objects based on similar 

classes. This algorithm is at k, and if the majority of k-

data are included in the feature space, then the new data 

will fall into that category [17]. When the data is evenly 

distributed, it will be challenging to determine the 

distance of the Neighbor because the distance between 

the testing data and training data is the same. The 

equation (8) is to calculate the euclidean distance. 

𝑑(𝑢, 𝑣) =  √∑ |𝑢𝑖 − 𝑣𝑗|
2𝑁

𝑖=1             (8) 

From the equation, d is euclidean distance, ui is testing 

data i-th and vj is training data j-th. 

Naive Bayes is a probability algorithm whose principle 

is that an attribute value cannot influence other 

attributes. In conditional probability, the thing that 

needs to be considered in the Naive Bayes algorithm is 

the observed object features. This feature is intended to 

assess the conditional probability of an object entering 

each class.  

This algorithm works well even when the independent 

assumptions are invalid [18]. 

The probability value in  the Naive Bayes algorithm can 

be calculated by equation (9). 

𝑃(𝐻|𝑋) =  
𝑝(𝐻|𝑋).𝑝(𝐻)

𝑝(𝑋)
                                        (9) 

From The equation, P(H|X) is the posterior probability 

H based on the condition of X obtained from probability 

H(P(H)) multiplied by probability X based on the 

hypothesis condition H(P(X|H) and divided by the 

probability X(P(X)). 

3.  Results and Discussions 

3.1 Pre-processing Result 

This test uses RGB image seen in Figure 7  and 

Grayscale image seen in Figure 8  measuring 640x480 

pixels.  

 

Figure 7. The sample image of RGB image 
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Figure 8. The sample image of grayscale image 

3.2 Feature Extraction Result 

In this research using Local binary Pattern for Feature 

Extraction step. The example results can be seen in 

Table 1, 2 and 3. 

Table 1. The result of LBP Feature Extraction [32 32] pattern 

A B C D … ROP 

0 0 0 0 … 0 

4,00e-05 0 0,0012702 0 … 0 

0 0 0 0 … 0,0003627 

0 0 0 0 … 0 

      

0 0 0 0 … 0 

Table 2. The result of LBP Feature Extraction [64 64] pattern 

A B C D … ROP 

0 0 0 0 … 0,008453 

0 0 0 0 … 0,027778 

0 0 0 0 … 0,003556 

0 0 0 0 … 0 

      

0 0 0 0 … 0,12445 

 

Table 3. The result of LBP Feature Extraction [128 128] pattern 

A B C D … AHA 

0 0 0 0 … 0,006524 

0 0 0 0 … 4,03E-01 

0 0 0 3,18E-01 … 0,0001550 

0 0 0 0 … 0,0002665 

      

0 0 0 0 … 0,0074961 

3.3 Feature Selection Result 

In this research uses Information Gain for feature 

selection step. The example results can be seen in Table 

4, 5 and 6. 

Table 4. The result of Information Gain with [32 32] cell size 

att1 att2 att3 att4 … att17700 

0 0 0 0 … 0,0000 

0 0 0 0 … 0,0425 

0 0 0 0 … 0,1451 

0 0 0 0 … 0,04545 

      

0 0 0 0 … 0,0018284 

 

Table 5. The result of Information Gain with [64 64] cell size 

att1 att2 att3 att4 … Att4130 

0 0 0 0 … 0,00845 

0 0 0 0 … 0,02778 

0 0 0 0 … 0,00356 

0 0 0 0 … 0,00000 

      

0 0 0 0 … 0,12445 
 

Table 6. The result of Information Gain with [128 128] cell size 

att1 att2 att3 att4 … Att885 

0 0 0 0 … 0,00652 

0 0 0 0 … 0,00004 

0 0 0 0 … 0,00016 

0 0 0 0 … 0,00027 

      

0 0 0 0 … 0,007496 

3.4 Classification Result 

In previous studies [8], testing was carried out using the 

Local binary pattern algorithm as a feature extraction 

algorithm and k-Nearest Neighbor as a classification 

algorithm. The highest level of accuracy is obtained 

using a cell size of 64x64 and k = 3, with an accuracy 

rate of 82.5%. 

 

Figure 9. Comparison between with Information Gain and non-

Information Gain testing in k-NN 

Table 7. Comparison of accuracy and testing time 

No 
With or without 

Information Gain 

Number 

of k 
Accuracy 

Test 

Time 

1 
Without Information 

Gain 
3 82,5% 0,428 sec 

2 
With Information 

Gain 
3 84,5% 0,223 sec 

Figure 9. and Table 7, explained that in the first 

experiment implementing the Local Binary Patten 
method with Cell Size [64 64] and k-Nearest Neighbor 

with k = 3 without using the Information Gain 

weighting method and with applying Information Gain. 

Information gain weighting is done by 50% for all test 

data features. Data features that are less relevant to the 

test will be removed. 

For the result, without using the Information Gain 

weighting method get average test time was 0.428 

seconds and achieved an accuracy rate of 82.5 %. While 

the second experiment implements the Local Binary 

Pattern method with Cell Size [64 64] and then applies 
the weighting method with Information Gain and the 

same classification method as the study using k-Nearest 
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Neighbor, obtaining a testing time of 0.223 seconds and 

achieving an accuracy level of 84, 5%.  

The two tests concluded that the use or implementation 

of the Information Gain weighting method can increase 

the computational process by 0.2 seconds and increase 

the level of accuracy by 2%. 

3.4.1 Comparison Classification Method with 

Information Gain 

Table 8. Evaluation Result of Character Recognition with 

Information Gain  

Cell Size  
Classifi- 

cation 

k-Folds 

Cross-

Validation 

Accuracy 

[32  32]  k-NN, 

k=3 

10 67,14 % 

 8 65,36 % 

 6 63,57 % 

 k-NN, 

k=5 

10 65,00 % 

 8 63,93 % 

 6 64,29 % 

 k-NN, 

k=7 

10 63,93 % 

 8 62,50 % 

 6 62,50 % 

 Naive 

Bayes 

10 73,93 % 

 8 73,21 % 

 6 74,64 % 

 SVM 

(rbf) 

10 57,14 % 

 8 61,07 % 

 6 55,71 % 

 SVM 

(linear) 

10 77,86 % 

 8 77,14 % 

 6 76,79 % 

[64 64]  k-NN, 

k=3 

10 84,57 % 

 8 82,14 % 

 6 78,50 % 

 k-NN, 

k=5 

10 76,43 % 

 8 77,50 % 

 6 75,36 % 

 k-NN, 

k=7 

10 73,93 % 

 8 74,29 % 

 6 72,86 % 

 Naive 

Bayes 

10 72,50 % 

 8 74,64 % 

 6 73,93 % 

 SVM 

(rbf) 

10 52,14 % 

 8 57,50 % 

 6 56,80 % 

 SVM 

(linear) 

10 87,86 % 

 8 85,36 % 

 6 86,43 % 

[128 128]  k-NN, 

k=3 

10 74,86 % 

 8 76,07 % 

 6 77,43 % 

 k-NN, 

k=5 

10 75,36 % 

 8 73,21 % 

 6 75,71 % 

 k-NN, 

k=7 

10 74,64 % 

 8 73,93 % 

 6 75,03 % 

 Naive 

Bayes 

10 67,86 % 

 8 67,14 % 

 6 66,97 % 

 SVM 

(rbf) 

10 58,57 % 

 8 53,57 % 

 6 55,00 % 

 SVM 

(linear) 

10 82,73 % 

 8 78,57 % 

 6 75,35 % 

In Figure 9, the dataset was tested using feature 

extraction Local Binary Pattern and weighting has been 

done with the Information Gain algorithm. The value of 

the weighted results is classified by the classification 

algorithm. Then, this research compared three 

classification algorithms, namely k-Nearest Neighbor, 

Support Vector Machine and Naive Bayes. 

In the next test, two other algorithms were compared 

Support Vector Machine and Naive Bayes. In Table 8, 

the results of testing by applying the cell size 32x32, 
64x64, and 128x128. For the parameter of K-Nearest 

Neighbor, this research uses the same parameters used 

in research [8]. While the kernel of Support Vector 

Machine using a kernel that produces a high level of 

accuracy, according to the kernel used in research [19]. 

After the effects of the feature extraction, feature 

selection is carried out and weighted. 

 

Figure 10. Comparison between k-NN, Naïve Bayes and SVM in 

[32 32] cell size with Information Gain 

Figure 10, shows the comparison of the three 

classification algorithms with Information Gain. Uses 

32x32 cell size in feature extraction. For k-NN, k=3 get 

an accuracy of 67,14 %, Naive Bayes get 73,93%, and 

Support Vector Machine get 77,86%. 

 

Figure 11. Comparison between k-NN, Naïve Bayes and SVM in 

[64 64] cell size with Information Gain 

Figure. 11, shows the comparison of the three 

classification algorithms with Information Gain. Uses 

64x64 cell size in feature extraction. For k-NN, k=3 get 

an accuracy of 84,57 %, Naive Bayes get 72,50 %, and 

Support Vector Machine get 87,86 %. 
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Figure 12. Comparison between k-NN, Naïve Bayes and SVM in 

[128 128] cell size with Information Gain 

Figure 12, shows the comparison of the three 

classification algorithms with Information Gain. Uses 

128x128 cell size in feature extraction. For k-NN, k=3 

get an accuracy of 74,86 %, Naive Bayes get 67,86 %, 

and Support Vector Machine get 82,73 %. 

From the comparison, in Table 9 and 10 the Support 
Vector algorithm can provide the best performance in 

cell size 64x64 and tenth folds, compared to the k-

Nearest Neighbor and Naive Bayes algorithms. 

Table 9. Result of Accuracy of Each Classification Method without 

Information Gain 
No Algorithm Classification Average 

Accuracy 

1. K-Nearest Neighbor 74,72% 

2. Naive Bayes 69,41% 

3. Support Vector Machine 81,21% 

 
Table 10. Result of Accuracy of Each Classification Method with 

Information Gain 

No Algorithm Classification Average 

Accuracy 

1. K-Nearest Neighbor 75,52% 

2. Naive Bayes 71,43% 

3. Support Vector Machine 82,81% 

The Support Vector Machine algorithm obtains the best 

accuracy result is 87,86 % at cell size 64x64 and tenth 

folds with Information Gain. 

4.  Conclusion 

This research has implemented the Information Gain 

algorithm as a feature selection and weighting is carried 

out on the feature selection results. The information 

Gain algorithm works well and can increase accuracy in 

testing the k-Nearest Neighbor classification. From the 
previous research, the accuracy rate obtained is 82.5%. 

After implementing the selection feature Information 

Gain, the accuracy rate increased to 84.5%. 

The simplification of features on the dataset by the 

Information Gain Algorithm and weighting are also 

applied to the Naive classification algorithm and the 

Support Vector Machine. 
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