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Abstract  

In the midst of the Covid-19 Pandemic, many Indonesians have reacted negatively to the placement of political individuals' 
billboards with very huge sizes on the streets. The early political campaign that was run was thought to be contentious. On 
social media like Twitter, the majority of people freely share their thoughts. The purpose of this study is to investigate how the 
general public reacted to the placement of billboards advertising political figures during the epidemic and to categorize those 
responses. It is envisaged that it would also provide advice for connected parties that may be used when making judgments 

regarding the policy of constructing billboards for political figures during a pandemic based on the results of data analysis. 
Twitter users tend to be more expressive because of the character limits, which means they have sentimental or emotional 
values. Using the Nave Bayes Algorithm, it is possible to do sentiment analysis on the sentiment data by categorizing user 
comments into positive, negative, and neutral attitudes. Regarding the sentiments expressed on billboards showing political 
leaders during the pandemic, tweets were sorted into three categories: liked, unfavorable, and neutral. The accuracy rate from 
Naive Bayes categorization of political personalities during the pandemic on social media Twitter was 83.3% with a precision 
value of 89%, recall 83%, and f-1 score of 82%.  
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1. Introduction  

The internet and other technical advances have made 

knowledge easily accessible to Indonesians. Out of 

Indonesia's 266.911 million people, 196.7 million 

utilize the internet, and 170 million of those use social 

media regularly [1]. The internet and social media have 

a very close relationship and have combined to form 

one cohesive system. The internet, especially social 

media, is crucial for knowledge dissemination [2]. 

Social media can be used to access news and public 

opinion that is not broadcast on national television or in 

newspapers. Social media can be an effective 
communication tool in urgent situations, like the Covid-

19 pandemic [3]. 

Spain is experiencing economic instability, loneliness, 

and dread as a result of the Covid-19 pandemic's 

uncertainty over the length of the quarantine  [4]. When 

the closure was implemented during the first pandemic 

wave in Canada, it sparked criticism of the government 

[5]. The use of social media by candidates for office in 

2022 is driven by Filipinos' reliance on it, but the local 

government has not been able to oversee and control its 

usage, particularly in relation to fake news about the 

general election in 2022 [6]. During the Covid-19 

emergency, political officials in India have been 

communicating with the people on Twitter, including 

advising them to keep a physical distance  [7]. Even the 

fluids that a person exhales when they cough or sneeze 

can be infected with the Corona virus, making it an 

extremely contagious illness. Because to the application 

of social distancing in Indonesia, the country has seen a 

decrease in the number of instances of Covid-19 [8]. 

Article 58 paragraph (1) of KPU Regulation 13/2020 

stipulates that political parties or coalitions of political 

parties, candidate pairs, campaign teams, or other 
parties prioritize the campaign method of limited 

meetings, face-to-face meetings. This was prompted by 

the existence of the Covid-19 outbreak, which caused 

the KPU (Komisi Pemilihan Umum) to issue a new 

regulation regarding campaigning. face-to-face 

interaction as well as conversation through social media 

and other forms of online media [9]. Installing 

campaign billboards is a common kind of advertising 

that is utilized when campaigning for various political 

offices. The visual text package on political billboards 

takes the shape of party logos, candidate photographs, 
and color schemes, while the written text takes the form 

mailto:1resti@iaii.org
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of candidate slogans, serial numbers, names, and 

election districts [10]. Billboards have the unintended 

consequence of giving cities an unattractive 

appearance, which further contributes to the disarray of 

public spaces from an aesthetic standpoint [11].  

 

 

Figure 1. Examples of Political Figures Billboard 

One of the methods that can be utilized to familiarize 

voters with the presidential candidates is to place 

billboards in public areas, as seen in the illustration to 

the right (Figure 1). The majority of people believe that 

it is unethical for political officials to have billboards 
promoting themselves up during the COVID-19 

outbreak. In addition to the length of the general 

election, which is expected to continue for some time, 

this does not offer any significant benefits because its 

sole purpose is to portray political people [12]. In 2021-

2022, many political billboards will be installed in the 

context of the presidential election campaign for the 

2024-2029 period [13]. The public believes that the 

construction of billboards with the slogan "Flap the 

Wings of Diversity" and an image of Puan Maharani 

Nakshatra Kusyala Devi, Chairman of the DPR RI 
(Dewan Perwakilan Rakyat Republik Indonesia), is a 

presidential candidate campaign for the general election 

in 2024 [14]. The advertisements featuring Puan 

Maharani were put up on billboards in a number of 

different provinces in Indonesia. In the midst of the 

Covid-19 pandemic, billboards of political figures that 

were installed on the streets with very large sizes 

received many responses from the public, and the 

campaigns that were carried out a long time ago were 

considered controversial, so they invited many people 

to give their opinions and opinions. Because of the 

epidemic caused by the Covid-19 virus, it is judged 

improper for billboards to appear in 2024 [15]. 

 

Fugure  2. Twitter User Data in Indonesia 2019-2022 

According to the data presented in Figure 2 above, the 

number of Twitter users in Indonesia will continue to 

rise between the years 2019 and 2022. Twitter users in 

Indonesia are expected to reach 18.45 million in 2022 

[16]. On social media, the vast majority of users 

regularly and openly share their thoughts, beliefs, and 

perspectives. Twitter is one of the social media 

platforms that is well-known to the general public as a 

place to devote oneself completely. Twitter is a social 

media platform that offers an Application Programming 
Interface (API), which may be utilized for the purpose 

of processing data collected from user tweets that 

contain hashtag references [17]. Twitter is a social 

network based on a web service that belongs to the 

category of microblogging and is limited to 280 

characters. Twitter has four patterns of communication, 

including broker patterns, communication patterns, and 

tweet or twitter communication patterns in the sense of 

loading an article commonly referred to as status. 

patterning of communication that is good and 

interactive [18]. Because each tweet is limited to a 
certain number of characters, users are typically more 

expressive on Twitter than they are on other social 

networking platforms. In order to give the content an 

emotional or sentimental significance and to position it 

as a useful resource for carrying out analysis of 

sentiments. Using sentiment analysis, data from written 

text can be turned into information contained in a single 

opinion sentence [19]. Using sentiment analysis, many 

components of an entity, such as views, evaluations, 

attitudes, emotions, sentiments, and judgements, may 

be investigated and researched. Entities include 

individuals, organizations, events, and subjects, among 
other things [20]. The primary focus of both sentiment 

analysis and topic modeling is on the activity of dataset 

exploration [21]. The fields of marketing, healthcare, 

banking, and politics are just some of the areas that are 

frequently investigated for their potential applications 

of sentiment analysis of social media [22]. The Naïve 

Bayes classifier is an algorithm that is commonly used 

for classification techniques. This algorithm makes use 

of probability theory in order to determine the most 

appropriate possibility [23]. The Naïve Bayes algorithm 

is highly effective when used to datasets obtained from 
social media platforms for the purpose of giving 

sentiment categorization [24]. In spite of the fact that it 

contains a great number of distinct permutations, the 

Naïve Bayes model is consistently regarded as having a 

very high degree of accuracy  [25]. Several earlier 

studies and sentiment analyses explored the general 

difficulties associated with the practice of installing 

billboards for political personalities. These difficulties 

are related to the study of political science. During the 

Covid-19 Pandemic in Indonesia, various events took 

place that were documented and caught the attention of 

the public. These events included the success of 
implementing limitations, social distance, and the 

administration of vaccinations, amongst many others. 
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During the COVID-19 epidemic, the goal of this study 

is to use the Naïve Bayes algorithm to evaluate and 

categorize the sentiment of public reactions to the 

construction of billboards for political personalities. 

2. Research Methods 

The data collection process was initiated by taking use 

of Twitter's Application Programming Interface (API) 

while using the.csv file extension. The unprocessed data 

goes through many steps of processing, including 

cleaning, case folding, tokenizing, removing stopwords, 
and stemming. After that, the word weight is created by 

utilizing the term frequency-inverse document 

frequency, and then Naive Bayes is used to determine 

the term frequency before moving on to the 

classification step. Figure 3 provides a visual 

representation of the study framework, which may be 

seen below. 

 

Figure 3. Research Framework 

2.1 Data collection 

This research publication makes use of secondary data, 

more specifically data from Twitter. This research 

makes use of the Sentiment Analysis Dataset of 

Political Personalities Billboards During the Epidemic, 

which was gathered by crawling the Twitter API. This 

dataset was used to analyze the sentiments expressed by 

billboards displaying political figures during the 

pandemic. The crawling of datasets produces files in 

the.csv format, which may then be used for additional 

data preparation.  

2.2 Preprocessing 

At this step of the classification process, the 

preprocessing is carried out with the purpose of 

reducing qualities that have less of an effect on the 

overall process. The data that is input at this step is still 

in the form of raw data, which means that it is still 

unclean; therefore, the end result of this procedure is a 

quality document that is supposed to make the 

categorization process easier. The preprocessing step 

involves a few different processes, including cleaning, 

case folding, tokenization, removing stopwords, and 

stemming. The outcomes of these procedures are 

outlined in the following tables, beginning with table 1 

and continuing through table 5. 

In the process of cleaning up the sentences that were 

collected, there is typically still noise, which may be 
described as errors at random or variations in the 

variables that were assessed. Therefore, whatever it is 

that causes the noise needs to be eliminated. HTML 

characters, keywords, emotion symbols, hashtags (#), 

usernames (@username), urls (http://website.com), and 

email addresses (name@website.com) are not included 

in the list of omitted terms. 

Table 1. Cleansing Process  

Input Process Output Process 

Banyak Baliho Tokoh Politik 

Tak Berizin, Kesbangpol DIY 

Akan Panggil Petinggi Parpol 

https://t.co/irzy0snhpx 

https://t.co/z8ZY5GvQwy 

Banyak Baliho Tokoh Politik 

Tak Berizin, Kesbangpol DIY 

Akan Panggil Petinggi Parpol 

 

The process of shifting the size of the letters in each 

word from upper case to lower case or lowercase is 

referred to as case folding. The objective is to get rid of 

redundant data that consists of the same information 

only with lowercase characters. 

Table 2. Case Folding Process 

Input Process Output Process 

Banyak Baliho Tokoh Politik 

Tak Berizin, Kesbangpol DIY 

Akan Panggil Petinggi Parpol 

banyak baliho tokoh politik 

tak berizin, kesbangpol diy 

akan panggil petinggi parpol 
 

Tokenizing is the process of segmenting tweets into 

individual chunks by analyzing each individual word 

that makes up each tweet. The text in question consists 

solely of words that are all punctuated by spaces 

between them. Therefore, the conclusion of this 
procedure is a single word, which is then inserted into 

the database for the purpose of weighing. 

Table 3. Tokenizing Process 

Input Process Output Process 

banyak baliho tokoh politik tak 

berizin, kesbangpol diy akan 

panggil petinggi parpol 

‘banyak’ ‘baliho’ ‘tokoh’ 

‘politik’ ‘tak’ ‘berizin’ 

‘kesbangpol’ ‘diy’ ‘akan’ 

‘panggil’ ‘petinggi’ ‘parpol’ 

The step known as "Stopwords Removal" refers to the 

process of deleting words that contribute little to the 
overall meaning of the document. Words like "which" 

and "if" are examples of less significant words, but there 

are plenty of others. Even the presence of words does 

not compromise the reliability of the assessment of the 

document's emotional state. The terms that are intended 

to be eliminated are compiled in a database known as 

stopwords. If there is a tweet in the document that 

matches the word in the stopword, the word will be 
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deleted and replaced with a space character. If there is 

not a tweet that matches the word in the stopword, the 

word will not be erased. 

Table 4. Stopword Removal Process 

Input Process Output Process 

banyak baliho tokoh politik tak 

berizin, kesbangpol diy akan 

panggil petinggi parpol 

banyak baliho tokoh politik 

tak berizin, kesbangpol 

panggil petinggi parpol 

 

The process of stemming converts any word that has an 

affix into the stem (base word) of the word that is 

produced when a stopword is applied to it. 

Table 5. Stemming Process 

Input Process Output Process 

banyak baliho tokoh politik tak 

berizin, kesbangpol panggil 

petinggi parpol 

banyak baliho tokoh politik 

tak izin kesbangpol panggil 

tinggi parpol 

 

2.3 Weighting 

At this point, the word weight computation (term) will 

be carried out using the available data utilizing the TF-

IDF technique (Term Frequency-Inverse Document 

Frequency), which stands for Term Frequency-Inverse 

Document Frequency. The frequency with which a 

phrase appears in a given text is referred to as its level 
of frequency, which is referred to as the term's 

frequency. In the meanwhile, the number of papers in 

which a phrase appears is referred to as its document 

frequency. The tweets that have been preprocessed may 

be seen in table 6 further down. 

Tabel 6. Preprocessed Tweets 

 Tweet Class 

D1 
banyak baliho tokoh politik tak izin 

kesbangpol panggil tinggi parpol 
Negative 

D2 
baca gerak tokoh lain gencar pasang baliho 

bisa tingkat elektabilitas popular 
Neutral 

D3 lomba panjat baliho tokoh politik seru Positive 

Combine all of the papers in order to search for the 

number of times each term appears in each of the 

documents. The results of the computation of the Term 

Frequency (TF) are presented in Table 7 below:   

Table 7. Term Frequency Calculation Results 

Term  TF Term  TF 

D1 D2 D3 D1 D2 D3 

baca 0 1 0 panggil 1 0 0 

baliho 1 1 1 panjat 0 0 1 

banyak 1 0 0 parpol 1 0 0 

bisa 0 1 0 pasang 0 1 0 

elektabilitas 0 1 0 politik 1 0 1 

gencar 0 1 0 popular 0 1 0 

gerak 0 1 0 seru 0 0 1 

izin 1 0 0 tidak 1 0 0 

kerbangpol 1 0 0 tinggi 1 0 0 

lain 0 1 0 tingkat 0 1 0 

lomba 0 0 1 tokoh 1 1 1 

2.4 Classification 

The complete dataset is broken down into many steps, 

including training data and test data, as shown in Figure 

4. This classification method is referred to as Naive 

Bayes. In the beginning phases of the dataset, 

preparations were done, beginning with preprocessing 

and continuing all the way through the weighting 

process utilizing the TFIDF technique. For the purpose 

of determining the category probability value and the 

probability of each word in each term for each class 
using the training data that has been obtained with 

positive count = 3, neutral count = 12, and negative 

count = 7, each word whose TF-IDF weight value has 

been determined will serve as a reference for the other 

words. Computing the likelihood of each category 

(prior), which includes positive, neutral, and negative, 

and then calculating the probability of each word over 

all documents, where the number of documents is 

determined by the outcomes of the preprocessing of the 

data. During the initial phase of the training process, the 

implementation of the Naive Bayes classifier is carried 
out in order to construct probabilities based on the 

training data. After that, input the data that will be 

tested. After that, use the Nave Bayes method to 

compute the values of each characteristic that has been 

uncovered. Additional analysis of the test data using the 

classification model that was developed using the 

training data. At this point in the process, the data is 

sorted into one of three groups based on its tenor: 

positive, neutral, or negative. When the process of 

classification has been finished, the information 

obtained from the outcomes of the classification will be 

saved in preparation for the assessment process. 
 

 
Figure 4. Naïve Bayes Classifier Flowchart 
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The equation (1) is the formula that will be used to 

calculate each of the terms in the text. 

 

P(w|pos/neg/net) =
(nk | pos /neg /net)+1

(n| pos /neg / net)+|kos|
            (1) 

 

Where P (w| pos / neg / net) is the probability of 

occurrence of a word in a category, w is a word that 

appears in a category, (n, pos / neg/ net)+1 is the number 

of times the word appears in the category, n is the 

occurrence of every word. words in categories and 

vocabulary are all words from all categories.  
 

Based on equation (1) above, the processed 

probabilities include ‘baca’, ‘baliho’, ‘banyak’, ‘bisa’, 

‘elektabilitas’, ‘gencar’, ‘gerak’, ‘izin’, ‘kesbangpol’, 

‘lain’, ‘lomba’, ‘panggil’, ‘panjat’, ‘parpol’, ‘pasang’, 

‘politik’, ‘popular’, ‘seru’, ‘tidak’, ‘tinggi’, ‘tingkat’, 

and ‘tokoh’.  

2.5 Testing 

At this point in the process, an assessment is carried out 

to evaluate the findings of the classification. This is 

accomplished by assessing the performance value of the 

system that has been developed up to this point. 
Accuracy, precision, recall, and f1-Score are the test 

parameters that are utilized in the assessment process. 

The computation for these scores is derived from the 

confusion matrix table. The procedure of testing is 

depicted in figure 5, which is a diagram.  

 
Figure 5. Testing Process Diagram 

The system will automatically use the confusion matrix 

table to illustrate the outcomes of the classification 

process carried out by the model. Following this, the 

values for accuracy, precision, recall, and f1-score may 
be derived from each model that has been created by 

utilizing the confusion matrix. It is possible to form a 

judgment about which model receives the greatest 

categorization value based on this collection of values. 

3.  Result and Discussion 

The preprocessed dataset will be split up into two 

pieces, namely training data and testing data. These will 

be the two sections that will be used moving forward. 

Following the preprocessing, there are a total of 170 

tweets in the datasets, of which 76 tweets have a 

negative emotion, 52 tweets have a positive attitude, 

and 424 tweets have a neutral sentiment. Figure 6 

provides a visual representation of the amount of 

sentiment information that may be gleaned from tweets. 

 
Figure 6. Volume Sentimen 

It is required to conduct an even distribution of the 

volume of each sentiment that is utilized; that is, each 

sentiment has a total of 20 tweets in order to have a high 

level of accuracy. This distribution must be done in 

order to have a good level of accuracy. The procedure 

of determining word weights with TFIDF (Term 

Frequency-Inverse Document Frequency) will then be 

carried out once the data have been separated in the 

manner described above. TFIDF is a method that is used 

to determine the word weights (terms) based on the data 

that is already there. At this point, the TfidfVectorizer 
function included in the sklearn package is called upon 

to perform the necessary work. In addition, sentiment 

classification will be done based on NBC by computing 

the likelihood of testing data documents by referring to 

the word probabilities in the training data. This will be 

done by calculating the chance of testing data 

documents. The MultinomialNB function found in the 

sklearn package is utilized in order to complete this 

NBC procedure. 

An evaluation of the model that had been developed 

was carried out so that the performance of the Naive 

Bayes Algorithm could be determined. Confusion 
matrices will be used to represent the outcomes of the 

classification when they are displayed visually. The 

confusion matrix is a tool that evaluates the 

performance of a classification technique. It provides 

data that compares the results of a classification that 

was performed by the system with the results of a 

classification that should have been performed. A 

visualization of the confusion matrix was created with 

seaborn, which is an open-source visualization package 
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built on top of the matplotlib library. This visualization 

may be found in Figure 7.  

 
Figure 7. Confusion Matrix 

It is clear that the model properly identifies two of the 

data as being positive, one data as being neutral, and 

two data as being negative. In addition, the model's 

prediction of one data point as belonging to a positive 

class when it should be neutral is incorrect (False 

Positive). The outcome of the confusion matrix is 

presented in table 8. The outcomes of the Confusion 

Matrix are summarized in the table that can be found 

below. 

Table 8. Confusion Matrix Results 

  Predict Class 

Actual 

Class 

 Positive  Neutral  Negative  

Positive 2 1 0 

Neutral  0 1 0 

Negative  0 0 2 

 

According to the confusion matrix table 8, the model 

properly identifies two pieces of information as being 

positive, one piece of information as being neutral, and 
two pieces of information as being negative. In addition, 

the model's prediction of one data point as belonging to 

a positive class when it should be neutral is incorrect 

(False Positive). Equation (2) is used in the manual 

computation of the correctness of the matrix calculation 

described above: 

Accuracy =   
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑓 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑡𝑟𝑎𝑙 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑓 

𝑇𝑜𝑡𝑎𝑙 𝐷𝑎𝑡𝑎 𝑦𝑎𝑛𝑔 𝑑𝑖 𝑈𝑗𝑖 
x100%      (2) 

                =  
5 

6
 x 100 % = 0.8333333333 or 83.33 %  

Accuracy is a measure of how well the data can be 

classified based on how well the model that was created 

did its job. Calculating the proportion of correct 

predictions to the whole data set is how one arrives at 
an accurate estimate of the model's performance. The 

level of the system's ability to find the accuracy between 

the information desired by the user and the answers 

given by the system can be stated as a function of the 

value that accuracy plays in the overall performance of 

the system, which can be determined by knowing the 

value that accuracy has on the overall performance of 

the system. In this particular research endeavor, the 

system had a success rate of 83.33 percent when it came 

to discovering information. 

In addition, the value of accuracy, recall, and f1 score 

in each classification class may be used to determine the 

performance of the classification of each class. This can 

be done so in order to observe how well each 

classification class performs. The amount of accuracy 

that exists between the data that was requested and the 

findings that were produced by the model is referred to 

as precision. The computation of the ratio of correct 
predictions to the total positive projected outcomes is 

how precision is determined. This ratio is compared to 

the overall positive expected results. The ability of the 

model to successfully retrieve the information that was 

entered into the test is referred to as its recall. The 

results of the calculation of the ratio of true positive 

predictions to the total data that is true positive are used 

to derive recall. Recall is produced from these findings. 

The F1-Score is a single metric that measures the 

success of retrieval by combining recall and precision 

into a single score. The following are the findings from 
the performance of the sentiment analysis, which was 

produced with a precision value of 89%, recall of 83%, 

and an f-1 score of 82%, as can be seen in the figure that 

follows (Figure 8). 

 

Figure 8. Precision, Recall and fl-score NBC Model 

The findings of the sentiment analysis may be retrieved 
once the data cleaning and classification processes have 

been carried out. A wordcloud is a type of data 

visualization that describes a collection of terms that are 

widely available in a text analysis. Wordclouds are 

created by analyzing large amounts of text. Figure 9 

provides a visual representation of the messages sent by 

political billboards around the country. 

 
Figure 9. Wordcloud Political Billboard 

4.  Conclusion 

The public's reaction to the installation of billboards for 

political figures during the pandemic on Twitter social 

media can be seen from the number of tweets 

expressing negative sentiments, which number as many 

as 76, while the number of tweets expressing positive 

sentiments, which number as many as 52, and the 

number of tweets expressing neutral sentiments, which 
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number as many as 42. The Naive Bayes categorization 

of billboards of political personalities on Twitter social 

media during the pandemic yielded an accuracy level of 

83.3% with data points. This result was derived via the 

analysis of data. Based on these findings, it appears that 

the Naive Bayes algorithm is capable of doing a good 

job of classifying [26]. Tweets were classified into 

favorable, negative, and neutral categories about 

thoughts on billboards depicting political leaders during 

the epidemic. It is recommended that further research 
be done to increase the number of datasets so that the 

accuracy level can be more accurately determined. 

Additionally, it is recommended that further research be 

done to apply the five categories of the Naive Bayes 

classification model that are applied, specifically 

positive, very positive, negative, very negative, and 

neutral, so that more categories can be used as 

evaluation parameters. 
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