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Abstract  

Sunflower is an important commodity in agriculture, besides being used as an ornamental plant, sunflower is an oil-producing 
plant and a source of industrial materials. In Indonesia, sunflower productivity is considered less than optimal, because 

knowledge and information about sunflowers are still lacking. Therefore, information is needed that can be used as an extension 
of knowledge about sunflowers itself, especially in Indonesia, which is a tropical region which is an area suitable for the growth 
of sunflowers. Sunflowers can actually be identified based on recognizable traits. However, the similar shape makes it difficult 
for some people to distinguish the types of sunflowers. This study aims to classify sunflower images using a first-order feature 
extraction algorithm using the characteristics of mean, skewness, variance, kurtosis, and entropy which are then used as input 
to the Multiclass SVM identification algorithm. Data points are mapped to dimensionless space using a Multiclass SVM to 
produce hyperplane-linear separation between each class. Based on the results of testing the accuracy of the model is able to 
perform classification with an average accuracy of 79%. These results show that the developed model can classify well. 

Keywords: histogram characteristics; first order feature extraction; support vector machine; multiclass SVM

1. Introduction 

The Sunflower, which in scientific language is 
Helianthus Annuus L., is a plant native to eastern North 

America that has applications and benefits for people. 

Sunflowers can be used in various fields, such as 

industry, food, health and as a cosmetic ingredient [1]. 

Sunflower is an important commodity in agriculture, 

besides being used as an ornamental plant, sunflower is 

an oil-producing plant and a source of industrial 

materials. Sunflower seeds contain 21% protein, 55% 

fat, 19% carbohydrates and 40-50% oil content [2]. In 

Indonesia, the productivity of sunflower cultivation is 

not optimal, this is due to several factors, one of which 
is the lack of information and descriptions of the types 

of sunflowers [2]. Therefore, information is needed that 

can be used as an extension of knowledge about 

sunflowers themselves, especially in Indonesia, which 

is a tropical area which is a suitable area for the growth 

and development of sunflowers. Sunflowers have many 

varieties and types. Because sunflowers have many 

types with different characteristics, knowledge about 

the classification of these types of sunflowers is 

important. For the general public, the classification of 

sunflower species can be useful for increasing 

knowledge if you are going to use this sunflower either 
as a food ingredient or as an ornamental plant. For 

sunflower cultivators, the classification of sunflower 

types can be useful for handling and processing because 

each type of sunflower has different characteristics in 

its cultivation. Sunflowers can actually be identified 

based on recognizable traits. However, their similar 

shape makes it difficult for some people to distinguish 

the types of sunflowers. Then the development of a 

digital image processing-based system that has the 

ability to classify sunflower types based on their images 

can be a solution. 

Digital image processing is a field that investigates how 

images are created, managed, and analyzed to produce 

valuable information [3]. One form of image processing 

application is image classification. Image classification 

is the process of categorizing a variety of pixels or 

picture components into classes, with each class 

describing a distinct entity [4], [5]. Several studies 

related to flower identification or classification include 

research on flower classification using the Naïve Bayes 

algorithm with color and texture feature extraction [6]. 
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In this study, color feature extraction used the 

parameters hue, saturation and value, while feature 

extraction used the parameters contrast, correlation, 

energy and homogeneity. The results of the accuracy 

test show that Naïve Bayes is capable of producing the 

greatest accuracy of 77%. The Naïve Bayes algorithm 

takes advantage of probability with the assumption that 

between one class and another class are not 

interdependent, this causes an estimate of the 

probability of a class that is less accurate [7]. Next, 
research on identifying flower types with the K-Nearest 

Neighbor (K-NN) algorithm and using color and texture 

feature extraction is needed [8]. In this study, color 

feature extraction used the parameters hue, saturation 

and value, while texture feature extraction used the 

parameters contrast, correlation, energy and 

homogeneity. Based on the test results, it shows an 

accuracy value of 71%. The next research will concern 

the identification of orchid species by applying the K-

NN algorithm and using texture feature extraction [9]. 

The parameters used in feature extraction are contrast, 
correlation, energy and homogeneity. Based on the test 

results the success rate of identification of orchid 

species reaches 80%. The K-NN algorithm performs 

classification based on pattern learning from data that 

has been previously classified, so that K-NN is very 

dependent on the value of the characteristics obtained, 

if the resulting features are redundant or irrelevant, it 

will affect the level of accuracy [10]. One of the 

important factors in computational algorithms is finding 

the right algorithm [11], [12]. For this reason, in 

classification problems, an algorithm is needed that is 

able to divide classes based on dimensional space with 

the right characteristics.  

Usually used for classification, the Support Vector 

Machine (SVM) algorithm is a supervised learning 

technique. SVM is a classification algorithm that 

performs learning using dimensional space with linear 

functions into two classes [13]. The development of the 

SVM algorithm is continuously increasing, so that 

SVM can solve classification problems that use many 

classes by applying one against one and one against rest 

modeling that can perform multiclass classification or 

known as Multiclass SVM [14]. Multiclass SVM is an 
approach used to divide objects based on recognizable 

image sequences by utilizing hyperplanes which can 

isolate information into more than two classes by 

strengthening the edges between the two [15].  In 

addition to the algorithm factors used to identify the 

success of this process, it is also influenced by the use 

of feature extraction. Because feature extraction 

becomes input in the identification process, features 

that can provide information about the characteristics of 

an object make it easier to identify. First-order feature 

extraction is a technique that may be used to extract 

features from images. In this technique, the 

characteristics of the histogram serve as the foundation 

for extracting features from the image [16].  

This study aims to classify sunflower images using 

Multiclass SVM with first-order feature extraction. 

First-order feature extraction uses histogram 

characteristics to determine features through parameters 

such as mean, skewness, variance, kurtosis, and 

entropy. The feature extraction results then become 

input for a classification algorithm, namely Multiclass 

SVM. Multiclass SVM has the ability to map data 
points to dimensional space in order to obtain a 

hyperplane as a separator which then groups them into 

classes. The developed model is implemented in 

MATLAB software to create an interface for the general 

classification system to make it easier to use. 

2. Research Methods 

It is vital to conduct research in stages that include the 

measures to be done to solve the problem in order to 

conduct research that is organized and in accordance 

with the objectives [17]. To classify food mushroom 

species based on their image using the Multiclass SVM 

algorithm) through the stages visualized in Figure 1.  

 
Figure 1. Research Stages  

2.1 Collecting Dataset 

At this stage, sunflower type images will be collected 

into a dataset, which will then be used as data for 
training and testing. There are 7 types of sunflowers 

used, including: Cherry Rose, Velvet Queen, Fiesta Del 

Sol, Sunny Smile, Teddy Bear, Early Russian and Red 

Sun. The images used as datasets are obtained from 

Internet sources, then processed and adjusted to the 

needs. This process is carried out by cropping the image 

so that it focuses on the object to be classified. The 

image used as the dataset is an image of the types of 

sunflowers with a single object. Use a ratio of 70% for 

training and 30% for testing for data distribution for 

training and testing. The dataset used contains 350 

Collecting Dataset
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images of sunflowers, of which 245 images are used for 

training and 105 images are used for testing. 

2.2 RGB to Grayscale Image Transformation 

Next is the stage of image transformation from RGB 

image to grayscale image. An image that is grayscale is 

one whose pixel intensity value is determined by the 

level of gray. To get simpler color values, RGB images 

are converted to grayscale images [18]. Where the 

grayscale color only has a color intensity of 0 - 255 for 

each pixel. This phase is beneficial since it makes it 
simpler to identify the traits of the image that needs to 

be categorized. There are many approaches to obtain 

grayscale images, one of which is the averaging 

technique. The average grayscale technique is 

performed by finding the average value of the total 

RGB values. This technique can be calculated using 

equation (1). 

𝑠 =
𝑟 + 𝑔 + 𝑏

3
 

(1) 

where s is the color's grayscale value, r is each pixel's 

red value, g is its green value, and b is its blue value. 

2.3 First Order Feature Extraction 

The process of identifying and searching for features in 
an image that are then utilized as a differentiator 

between one object and another is known as feature 

extraction [19]. The results of feature extraction are 

used for information and input for further processes so 

that they can be used as parameters in the classification 

[20]. Feature extraction has the goal of retrieving 

information from an object in an image so that it can be 

recognized or identified the differences between one 

object and another [21]. First-order feature extraction is 

a technique for locating features or traits in well-known 

images. First-order feature extraction is a technique that 
gathers features from the histogram of the image's 

visible elements [22]. Mean, skewness, variance, 

kurtosis, and entropy are the parameters utilized in 

feature extraction.  

The first parameter is the mean (μ), where this 

parameter will calculate the degree of dispersion in an 

image. To get the Mean (μ) value, equation (2) is used. 

𝜇 = ∑ 𝑓𝑛  𝑝 (𝑓𝑛)

𝑁

𝑛=0

  (2) 

The variance (σ2) is the average difference in the 

histogram values. To get the value of variance (σ2) can 

calculate it with equation (3). 

𝜎2 = ∑(𝑓𝑛 − 𝜇)2 𝑝 (𝑓𝑛)

𝑁

𝑛=0

 (3) 

While skewness (α3) measures the size of the relative 

slope of an image's histogram curve. To get the 

Skewness value (α3), equation (2) is used for equation 

(4). 

𝛼3 =
1

𝜎3
∑(𝑓𝑛 − 𝜇)3 𝑝 (𝑓𝑛)

𝑁

𝑛=0

 (4) 

The relative sharpness of the histogram curve of a 

picture is measured by the kurtosis parameter (α4). To 

get the kurtosis value (α4) it can be calculated through 

equation (5). 

𝛼4 =
1

𝜎4
∑(𝑓𝑛 − 𝜇)4 𝑝 (𝑓𝑛)

𝑁

𝑛=0

− 3 (5) 

Entropy (H) is a parameter describing the size of an 

irregular image shape. To get the value of entropy (H) 

can be calculated using equation (6). 

𝐻 = − ∑(𝑓𝑛 − 𝜇)2 log 𝑝 (𝑓𝑛)

𝑁

𝑛=0

 (6) 

2.5 Image Classification with Multiclass SVM 

The Support Vector Machine (SVM) algorithm is one 

of several digital image processing algorithms that can 

be implemented in classification problems. SVM is a 

classification algorithm that performs learning using 

dimensional space with linear functions into two classes 

[13].  

The development of the SVM algorithm is continuously 

improving, so that SVM can classify several classes by 

utilizing the one against one and one against rest 

approach which can carry out multiclass classification 

or what is known as Multiclass SVM [14]. 

 A hyperplane that can divide data into two classes by 

maximizing the advantages between the two classes is 

the basis of the Multiclass SVM strategy, which is used 

to differentiate the proof and characterization of an 

image [23]. By predicting the edge of the hyperplane 

with the biggest tracking coordinates, the ideal 
hyperplane for each class is discovered [24]. Equation 

(7), can be used to find details about the i-th and j-th 

classes. 

𝑤𝑖𝑗 , 𝑏𝑖𝑗 , 𝜉𝑖𝑗
1

2
(𝑤𝑖𝑗)𝑇𝑤𝑖𝑗 + 𝐶 ∑ 𝜉𝑡

𝑖𝑗

𝑇

 (7) 

The SVM algorithm does not support multi-class, so 

multi-class SVM is required to do a split, namely using 

One-to-One and One-to-Rest techniques. In One-to-

One, each student receives a sample pair of classes from 

the original training set and must learn to distinguish 

between these two classes.  

Whereas the One-to-Rest method involves training one 

classifier per class, with that class sample as the positive 

sample and all other samples as the negative sample. 

This method requires the base classifier to generate a 

confidence score for its decision, not just a class label. 
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2.6 Model Evaluation 

The evaluation stage is the stage where the performance 

of the model will be measured [25]. This stage is the 

stage where testing is carried out on the accuracy of the 

developed algorithm. Testing for accuracy is done to 

determine how closely the test findings or average test 

results match the true value. The accuracy value can be 

calculated by equation (8). 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
 (8) 

3.  Results and Discussions 

In this study classified sunflower images using 7 

classes, including: Cherry Rose, Velvet Queen, Fiesta 

Del Sol, Sunny Smile, Teddy Bear, Early Russian and 

Red Sun. The process of collecting the dataset is by 

taking the image of the sunflower plant on the internet. 

The dataset used is 350 images. The training data used 
are 245 images or 50 images for each class. As for the 

test data as many as 105 images or for each class as 

many as 15 images. 

The sunflower type classification model is implemented 

in MATLAB software, where the Multiclass SVM 

algorithm will be applied with first-order feature 

extraction through histogram characteristics. It starts by 

converting an RGB image into a grayscale image to do 

image categorization. To obtain a more straightforward 

color value, an RGB image is converted to a grayscale 

image. This process is carried out in order to facilitate 

the feature extraction stage.  

Grayscale images can make it easier to retrieve features 

because they are simpler than RGB images. Where the 

grayscale color only has a color intensity of 0 - 255 for 

each pixel. The grayscale transformation technique 

used is the average, where the grayscale image is 

obtained from finding the average value of the total 

RGB value using equation (1). The results of the 

transformation from RGB images into grayscale images 

from several samples of sunflower images can be seen 

in Figure 2. 

  

                    (a)                                       (b) 

Figure 2. (a) RGB Image and (b) Conversion Result of RGB Image 

to Grayscale Image 

In Figure 2, you can see a sample of sunflower images 

that have been converted from RGB images to grayscale 

images to make it easier to represent information. The 

next stage, from the transformed grayscale image, 

feature extraction is performed. Feature extraction 

serves to identify characteristics or information that can 

be extracted from an image. The feature extraction stage 

is crucial because it yields data that machine learning 

will utilize to identify patterns in the objects to be 

recognized, aiding the classification process. First-order 

feature extraction is the technique used for feature 

extraction. Through the process of feature extraction, 
the characteristics of an item are derived from those of 

the image histogram. Parameters used to obtain image 

characteristics include: mean, skewness, variance, 

kurtosis, and entropy. This parameter is used to analyze 

the object to be classified. Through the MATLAB 

software, objects to be classified will be calculated 

based on the parameters that have been set. These 

parameters are displayed on the MATLAB GUI with 

the values that have been obtained through calculations 

using equations (2), (3), (4) and (5).  

Here are a few illustrations of what first-order feature 
extraction on sunflower photos produced on the images 

in Figure 3. 

   

     (a)                                       (b) 

Figure 3. (a) Grayscale image and (b) MATLAB Output of Feature 

Extraction Results 

Figure 3 shows the results of feature extraction using 

first order feature extraction based on histogram 

characteristics. The displayed values such as mean, 

skewness, variance, kurtosis, and entropy are then used 

as the basis for the classification process.  

The Multiclass SVM algorithm is used to classify 

images after the feature extraction procedure. This 

algorithm utilizes a linear function, known as a 

hyperplane, which is used to separate data into several 

classes by optimizing the distance between classes. The 
hyperplane that is used to separate between classes is 

obtained from the hyperplane distance measurement 

and gets the optimal point.  

Generalization is used to divide the data points into 

potential classes in n-dimensional space in order to find 

the best hyperplane. To form a hyperplane that 

separates into several classes using the One-to-Rest 

approach, which can be described as in Figure 4. 
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Figure 4. One-to-Rest on Multiclass SVM Algorithm 

In Figure 3, it can be seen that the use of One-to-Rest 

serves to form a hyperplane that separates multi-classes. 

The One-to-Rest method involves training one 

classifier per class, with that class sample as positive 

samples and all other samples as negative samples. This 

method requires the base classifier to generate a 

confidence score for its decision, not just a class label. 

This happens when the split takes into account all the 

points, then divides them into groups. For example, 

shown in Figure 4 the green line tries to maximize the 
separation between the green dot and all the other points 

at once. Then Multiclass SVM is applied to MATLAB 

software to be used as a test. Figure 5 displays the 

outcomes of the Multiclass SVM implementation in 

MATLAB. 

 

Figure 5. Sunflower Type Classification Interface Using SVM Multiclass Algorithm 

In Figure 5, the results of implementing the model into 

MATLAB software are shown so that it is easy to use 

for the classification process. In the system built, users 

can enter sunflower images in the open file button, then 

after the sunflower images are displayed by the system, 

users can perform feature extraction. After feature 
extraction is performed, the histogram characteristic 

values in the image will be displayed. Furthermore, the 

user can classify via the Classification button then the 

system will display the classification results. 

The constructed model will now be evaluated. To assess 

the model's performance, model evaluation is done. 

Performance measurement using accuracy test. The test 

data is 105 images, where for each class of sunflower 

species tested with 15 images. Testing is carried out by 

matching the results of the classification by the system 

with existing facts. Accuracy is obtained by using 
equation (8), where the correct classification results are 

divided by the total number of tests. The test results 

from the results of the classification of 7 types of 

sunflowers can be seen in Table 3. 

Table  1. Accuracy Test Results 

Types of 

Sunflowers 

Correct 

Amount 

Total Test 

Data 

Accuracy 

(%) 

Cherry Rose 12 15 80% 

Velvet Queen 12 15 80% 

Fiesta Del Sol 11 15 73% 

Sunny Smile 11 15 73% 

Teddy Bear 13 15 87% 

Early Russian 12 15 80% 

Red Sun 12 15 80% 

Total 83 105 79% 

From table 1 above, it is then entered into the graph of 

the accuracy test results. The graph of the accuracy test 

results is shown in Figure 6. In Table 1 and Figure 6, it 

shows that the highest accuracy value is for the Teddy 

Bear sunflower type with an accuracy value of 87%. 

This is because physically the Teddy Bear type of 

sunflower has different characteristics from other types 
of sunflowers. Meanwhile, the lowest accuracy is for 

Fiesta Del Sol and Sunny Smile sunflowers. This is 

because these flowers physically have characteristics 

that are almost the same as those of other types of 

sunflowers. 
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Figure 6. Graph of Test Results for Each Type of Sunflower 

On average, the results of the sunflower type 

classification accuracy test using the Multiclass SVM 

algorithm yield a value of 79%. These results are then 

converted according to the following criteria: Good, 

i.e., yielding a value of 76% to 100%; Enough, 56% to 
5%; Less Good, 40% to 55%, and Less Good, results < 

40% [26]. The Multiclass SVM approach and the 

created first-order feature extraction fall under the 

"Good" category based on these standards. This 

demonstrates how the Multiclass SVM algorithm may 

transfer data points to dimensional space and get 

hyperplane linear separation between each class for 

classification by first-order feature extraction using 

feature retrieval based on picture histogram 

characteristics. Multiclass SVM utilizes a linear 

function known as a hyperplane, which is used to 

separate data into several classes by optimizing the 
distance between classes. Feature extraction by utilizing 

histogram characteristics based on first-order features is 

able to provide information to the classification 

algorithm regarding the features or properties of the 

histogram of visible image elements. 

However, based on the model's average 

misclassification, it reaches 21%. In evaluating, there 

are several failure factors. These factors include the 

results of feature extraction using first-order feature 

extraction or histogram-based features, depending on 

the frequency of the intensity value in the pixels of an 
image. As a result, it produces good accuracy when the 

image is clear, but it is difficult for the model to obtain 

the desired feature when the image is unclear or noisy. 

In addition, images with different backgrounds and 

different viewpoints will affect the feature acquisition 

process in the image. The dataset used comes from the 

internet, so the images obtained need to be processed 

again through cropping or editing in order to get a clear 

object. Not only that, the light intensity level of the 

image greatly affects the classification results because 

the features used rely on the histogram characteristics. 

As a result, the dataset must be taken independently so 

that the dataset obtained shows the actual image. The 

current use of training and testing data is still relatively 

small; therefore, it has an impact on the accuracy of the 

results. This is because the dataset greatly influences the 

pattern of learning. Several varieties of sunflower have 

almost the same characteristics; therefore, other feature 

extraction is needed to be able to provide optimal input 

to the classification algorithm. 

4.  Conclusion 

This study classifies sunflower species by applying the 

Multiclass SVM algorithm using feature extraction 

based on histogram characteristics, or first-order feature 

extraction. This feature extraction obtains features 

through the frequency of the intensity values in pixels 

from the image histogram. The values obtained from the 

feature extraction parameters then become information 

for pattern recognition by the Multiclass SVM 

algorithm. Data points can be mapped to a three-

dimensional space using Multiclass SVM to provide 

linear hyperplane separation for classifying each class. 
The model created is then used in MATLAB software 

to make it easier for users to classify sunflower image 

types. The model can classify with an average accuracy 

of 79%, according to the results of the accuracy test. 

These findings indicate good model classification 

ability. This is because Multiclass SVM has the ability 

to map data points to a dimensional space to get a 

hyperplane that is used for class grouping. 

There are several suggestions for future research as 

consideration for improving further research. The 

following are suggestions for future research, including: 

increasing the quantity of testing and training data and 
creating datasets based on images taken independently 

with various light levels; using feature extraction based 

on shape and texture; can utilize deep learning 

algorithms to obtain more optimal learning patterns. 

Reference 

[1] A. Wahyudi, M. Rahmasari, N. Nazirwan, and M. F. Sari, 

“Keragaman Empat Eksesi Bunga Matahari (Helianthus annuus 

L.) Menggunakan Penanda Morfologi,” J. Agrotek Trop., vol. 

10, no. 1, pp. 103–109, 2022. 

[2] D. Ghina and N. Rahmi, “Fenologi dan Karakterisasi Morfo-

Agronomi Tanaman Bunga Matahari (Helianthus annuus L.) 

pada Kawasan Tropis Phenology and Morpho-Agronomic 

Characterization in Sunflower ( Helianthus annuus L.) on 

Tropic Area,” J. Produksi Tanam., vol. 7, no. 5, pp. 792–800, 

2019. 

[3] S. Ratna, “Pengolahan Citra Digital dan Histogram Dengan 

Phyton dan Text Editor Phycharm,” Technologia, vol. 11, no. 3, 

pp. 181–186, 2020. 

[4] R. I. Borman, R. Napianto, N. Nugroho, D. Pasha, Y. Rahmanto, 

and Y. E. P. Yudoutomo, “Implementation of PCA and KNN 

Algorithms in the Classification of Indonesian Medicinal 

Plants,” in International Conference on Computer Science, 

Information Technology, and Electrical Engineering 

(ICOMITEE), 2021, pp. 46–50. doi: 

10.1109/ICOMITEE53461.2021.9650176. 

 

80% 80%

73% 73%

87%

80% 80%

Cherry

Rose

Velvet

Queen

Fiesta

Del Sol

Sunny

Smile

Teddy

Bear

Early

Russian

Red Sun



Rini Nuraini, Rachmat Destriana, Desi Nurnaningsih, Yeni Daniarti, Allan Desi Alexander 

Jurnal RESTI (Rekayasa Sistem dan Teknologi Informasi) Vol. 7 No. 1 (2023)  

DOI: https://doi.org/10.29207/resti.v7i1.4673 

Creative Commons Attribution 4.0 International License (CC BY 4.0) 

152 

 

 

[5] P. Prasetyawan, I. Ahmad, R. I. Borman, A. Ardiansyah, Y. A. 

Pahlevi, and D. E. Kurniawan, “Classification of the Period 

Undergraduate Study Using Back-propagation Neural 

Network,” 2018. 

[6] R. Rafie, “Klasifikasi Bunga Menggunakan Naïve Bayes 

Berdasarkan Fitur Warna Dan Texture,” J. Sains Komput. dan 

Teknol. Inf., vol. 4, no. 1, pp. 90–94, 2021. 

[7] N. S. B. Kusrorong, D. R. Sina, and N. D. Rumlaklak, “Kajian 

Machine Learning Dengan Komparasi Klasifikasi Prediksi 

Dataset Tenaga Kerja Non-Aktif,” J-ICON, vol. 7, no. 1, pp. 37–

49, 2019. 

[8] A. P. B. Salsabila, R. D. Yunita, and C. Rozikin, “Identifikasi 

Citra Jenis Bunga menggunakan Algoritma KNN dengan 

Ekstrasi Warna HSV dan Tekstur GLCM,” Technomedia J., vol. 

6, no. 1, pp. 124–137, 2021. 

[9] D. P. Pamungkas, “Ekstraksi Citra menggunakan Metode 

GLCM dan KNN untuk Indentifikasi Jenis Anggrek 

(Orchidaceae),” Innov. Res. Informatics, vol. 1, no. 2, pp. 51–

56, 2019. 

[10] Y. Yuliska and K. U. Syaliman, “Peningkatan Akurasi K-

Nearest Neighbor Pada Data Index Standar Pencemaran Udara 

Kota Pekanbaru,” IT J. Res. Dev., vol. 5, no. 1, pp. 11–18, 2020. 

[11] A. Mulyanto, R. I. Borman, P. Prasetyawan, W. Jatmiko, P. 

Mursanto, and A. Sinaga, “Indonesian Traffic Sign Recognition 

For Advanced Driver Assistent (ADAS) Using YOLOv4,” in 

International Seminar on Research of Information Technology 

and Intelligent Systems (ISRITI), 2020, pp. 520–524. 

[12] A. Mulyanto, R. I. Borman, P. Prasetyawana, and A. Sumarudin, 

“2d lidar and camera fusion for object detection and object 

distance measurement of ADAS using robotic operating system 

(ROS),” Int. J. Informatics Vis., vol. 4, no. 4, pp. 231–236, 2020, 

doi: 10.30630/joiv.4.4.466. 

[13] D. Alita, Y. Fernando, and H. Sulistiani, “Implementasi 

Algoritma Multiclass SVM Pada Opini Publik Berbahasa 

Indonesia di Twitter,” J. Teknokompak, vol. 14, no. 2, p. 86, 

2020, [Online]. Available: 

https://ejurnal.teknokrat.ac.id/index.php/teknokompak/article/v

iew/792 

[14] D. A. Kumar, P. S. Chakravarthi, and K. S. Babu, “Multiclass 

Support Vector Machine based Plant Leaf Diseases 

Identification from Color, Texture and Shape Features,” in 

International Conference on Smart Systems and Inventive 

Technology (ICSSIT 2020), 2020, pp. 1220–1226. 

[15] R. I. Borman, F. Rossi, Y. Jusman, A. A. A. Rahni, S. D. Putra, 

and A. Herdiansah, “Identification of Herbal Leaf Types Based 

on Their Image Using First Order Feature Extraction and 

Multiclass SVM Algorithm,” in International Conference on 

Electronic and Electrical Engineering and Intelligent System 

(ICE3IS), 2021, pp. 12–17. doi: 

10.1109/ICE3IS54102.2021.9649677. 

[16] M. Wati, Haviluddin, N. Puspitasari, E. Budiman, and R. 

Rahim, “First-order Feature Extraction Methods for Image 

Texture and Melanoma Skin Cancer Detection,” in 

International Conference on Mechanical, Electronics, 

Computer, and Industrial Technology, 2018, pp. 1–9. 

[17] I. Ahmad, Y. Rahmanto, D. Pratama, and R. I. Borman, 

“Development of augmented reality application for introducing 

tangible cultural heritages at the lampung museum using the 

multimedia development life cycle,” Ilk. J. Ilm., vol. 13, no. 2, 

pp. 187–194, 2021. 

[18] D. Dahliyusmanto, D. W. Anggara, M. S. M. Rahim, and A. W. 

Ismail, “The Comparison of Grayscale Image Enhancement 

Techniques for Improving the Quality of Marker in Augmented 

Reality,” Int. J. Adv. Sci. Eng. Inf. Technol., vol. 11, no. 5, pp. 

2104–2111, 2021. 

[19] R. I. Borman, I. Ahmad, and Y. Rahmanto, “Klasifikasi Citra 

Tanaman Perdu Liar Berkhasiat Obat Menggunakan Jaringan 

Syaraf Tiruan Radial Basis Function,” Bull. Informatics Data 

Sci., vol. 1, no. 1, pp. 6–13, 2022. 

[20] Z. Abidin, R. I. Borman, F. B. Ananda, P. Prasetyawan, F. 

Rossi, and Y. Jusman, “Classification of Indonesian Traditional 

Snacks Based on Image Using Convolutional Neural Network 

(CNN) Algorithm,” in International Conference on Electronic 

and Electrical Engineering and Intelligent System (ICE3IS), 

2021, pp. 18–23. doi: 10.1109/ICE3IS54102.2021.9649707. 

[21] A. Herdiansah, R. I. Borman, D. Nurnaningsih, A. A. J. Sinlae, 

and R. R. Al Hakim, “Klasifikasi Citra Daun Herbal Dengan 

Menggunakan Backpropagation Neural Networks Berdasarkan 

Ekstraksi Ciri Bentuk,” JURIKOM (Jurnal Ris. Komputer), vol. 

9, no. 2, pp. 388–395, 2022, doi: 10.30865/jurikom.v9i1.3846. 

[22] F. Liantoni and A. A. Santoso, “Penerapan Ekstraksi Ciri 

Statistik Orde Pertama Dengan Ekualisasi Histogram Pada 

Klasifikasi Telur Omega-3,” Simetris J. Tek. Mesin, Elektro dan 

Ilmu Komput., vol. 9, no. 2, pp. 953–958, 2018, doi: 

10.24176/simet.v9i2.2476. 

[23] M. A. Wani, H. F. Bhat, and T. R. Jan, “Position Specific 

Scoring Matrix and Synergistic Multiclass SVM for 

Identification of Genes,” in 17th IEEE International Conference 

on Machine Learning and Applications Position, 2018, pp. 

1192–1196. doi: 10.1109/ICMLA.2018.00192. 

[24] S. Chakraborty, S. Paul, and M. Rahat-uz-Zaman, “Prediction 

of Apple Leaf Diseases Using Multiclass Support Vector 

Machine,” in International Conference on Robotics,Electrical 

and Signal Processing Techniques (ICREST), 2021, pp. 147–

151. 

[25] H. Mayatopani, R. I. Borman, W. T. Atmojo, and A. Arisantoso, 

“Classification of Vehicle Types Using Backpropagation 

Neural Networks with Metric and Ecentricity Parameters,” J. 

Ris. Inform., vol. 4, no. 1, pp. 65–70, 2021, doi: 

10.34288/jri.v4i1.293. 

[26] R. I. Borman, Y. Fernando, and Y. Egi Pratama Yudoutomo, 

“Identification of Vehicle Types Using Learning Vector 

Quantization Algorithm with Morphological Features,” J. 

RESTI (Rekayasa Sist. dan Teknol. Informasi), vol. 6, no. 2, pp. 

339–345, 2022, doi: 10.29207/resti.v6i2.3954.

 

 
 

 


