Classification of Fruits Based on Shape and Color using Combined Nearest Mean Classifiers
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Abstract

Fruit classification is an important task in many agriculture industry. The fruit classification system can be used to identify the types and prices of fruit. Manual classification of fruit is not efficient for large amount of fruits. The advancement of information technology has made possible fruit classification be done by a machine. This research aims to propose a fruit classification methodology based on shape and color. To reduce the effect of lighting variability a color normalization is carried out prior to feature extraction. The color features used in this research are mean and standard deviation. The shape features are area, perimeter, and compactness. The classification of an unknown fruit is carried out using the nearest mean classifier. The method developed in this research is tested using 12 classes of fruits where each class is represented by a number of samples. The experimental results show that the method proposed in this research provides an accuracy of 95.83% for two samples per class and 100% for three samples per class. Experiment on small training samples has been conducted to evaluate the performance of the proposed combined nearest mean classifiers and results obtained showed that the technique was able to provide good accuracy.
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1. Introduction

Fruit classification which is done manually is inefficient and inaccurate for large amount of fruits. The information technology advancement has made possible the fruit classification be done by a machine or computer. Fruit classification is meaningful to various fields i.e. industry, plantation, farming, trading and so forth [1].

Combining multiple classifier or ensemble method is considered as a general solution for pattern classification tasks. Multiple classifier combination goals to achieve the final decision by integrating the predictions of several individual classifiers to obtain comprehensives results. Experimental studies have shown that the combination of several classifiers has been very helpful in improving the classification accuracy [2],[3].

There are several ensemble and deep learning methods for fruit classification have been proposed [4]-[7]. However, deep learning in machine learning uses large amounts of data. Many deep learning algorithms use multiple layers of neural networks making computations more complex. In this paper, a new simple method of combining multiple classifier namely combined nearest mean classifiers for fruit classification is proposed. In this method, only a few fruit samples are needed in the training process.

This research treated the fruit classification based on shape and color similarity. The classification is implemented on per fruit item, not the group of fruit. The different feature used is the color feature (mean and standard deviation of color) and shape feature (area, perimeter, and compactness). This research result will be useful in accelerating the sorting and grading process for fruit variants and make easy the fruit trading cost decision based on shape (e.g. big or small) and color (e.g. red or green).

2. Research Methods

The proposed multiple nearest mean classifier (NMC) for fruit classification consists of three phases namely image preprocessing, feature extraction and classifier combination as depicted in Figure 1.
The image of the fruit will be preprocessed to obtain the feature of the fruit. Operations such as background subtraction and the normalization of color will be performed on the image of the fruit. Background subtraction is performed to separate the image of the fruit from its background. Color normalization operation is then performed to eliminate the influence of different lighting.

Features in the image of the fruit are extracted and placed in feature vectors. The color features are measured by mean and standard deviation on each red, green, and blue (RGB) channel. The shape features are measured by area, perimeter and compactness. The area of fruit reflects the actual fruit size or weight. The perimeter of fruit is defined as the area that covers the boundary. The compactness of fruit is defined as the ratio of the area of a fruit to the area of a circle with the same perimeter.

According to Sen [10],[11] that the classification used as mentioned above is named supervised classification, since the class has been noticed and the data sample has been available. To develop the supervised classification, earlier a computer system must have the knowledge that can be developed by learning the sample and recording them in a database [12].

The fruit classification system follows the structure of an introduction design system proposed by Yan and Gao [13] that includes censor, processing feature extraction and classifier algorithm. The classification of fruits is done indirectly by capturing the fruit object’s image using the censor. The object’s image that is identical with its feature as well the reality is in the same class [14].

The censor used as the image capture in this system is a digital camera (or webcam), as shown in Figure 2.

![Figure 2. The hardware scheme of fruit image capture](image)

The image of the fruit is captured by a digital camera (or webcam), as shown in Figure 2. All the images are saved as 24 true color images having 256 grayish levels with RGB color model and bitmap format file (BMP). Another supporting tool is a tripod to help capture images at the same distance of 35 cm. The background color is made same for each image of the fruit object, which is black to avoid the shadow of the fruit object. The lighting intensity is fixed and not too bright to avoid reflection effects on glossy surfaces which can cause a loss of color information.

According to [15][16] there are several mechanisms used in computer vision, one of them is the statistical design which uses two phases i.e. training phase and the testing phase’s approach. Generally, the process in the classification of fruits consists of the main process i.e. class formation process (training phase) and fruit classification process (recognition phase).

The system can be arranged from sub-systems [17]. The classification of the fruit system is arranged into two sub-systems which are the class formation system (SPK), which undertakes the training process, and the class formation and fruit classification system (SKB), which undertakes the unknown classification of the fruit process into a certain class.
According to Meshram, et. al. [18], the classification of the fruit architecture system can be seen in the following Figure 3.

2.1. Training phase

In the training phase, the image of the fruit sample is captured through a censor. The fruit sample used consists of several fruit samples for each category/sample afterward the processing is done.

The first process is background subtraction to separate the fruit from its background by implementing pixel subtraction operation. The result is the absolute subtraction value of the fruit image with its background [19]. The pixel subtraction operation result is achieved from equation (1).

\[ Q(i, j) = |P_1(i, j) - P_2(i, j)| \]  (1)

Where \( P_1 \) is the fruit image and \( P_2 \) is the background image. The intensity of R, G, and B in the pixel image is the background subtraction result in which the value is lesser than the threshold value which is 75 that is considered as the background. This value is quite ideal based on several trials that had been done.

The second process is color normalization used to disappear the influence of the different lighting [20]. The color normalization used equations (2), (3), and (4) since they are appropriate to the color feature measured in each RGB channel. The used equation in doing the color normalization in each pixel \( p \) is:

\[ r(p) = \frac{R(p)}{R(p) + G(p) + B(p)} \]  (2)

\[ g(p) = \frac{G(p)}{R(p) + G(p) + B(p)} \]  (3)

\[ b(p) = \frac{B(p)}{R(p) + G(p) + B(p)} \]  (4)

with each \( R(P) \), \( G(P) \), and \( B(P) \) as the color intensity in each component of \( R \) (red), \( G \) (green), and \( B \) (blue) in pixel \( p \).

The color feature of the fruit image result’s processing is extracted. The color feature can consist of statistical data based on the color histogram [21]. The equations (5), (6) and (7) are used to calculate the color mean, then equations (8), (9) and (10) are used to calculate the standard deviation of colors. If the fruit image is \( x \) and the pixel number is \( p \), the mean color of the fruit image is:

\[ x = \left( r_{\text{avg}}, g_{\text{avg}}, b_{\text{avg}} \right) \]

where

\[ r_{\text{avg}} = \frac{\sum_{p=1}^{P} r(p)}{P} \]  (5)

\[ g_{\text{avg}} = \frac{\sum_{p=1}^{P} g(p)}{P} \]  (6)

\[ b_{\text{avg}} = \frac{\sum_{p=1}^{P} b(p)}{P} \]  (7)

If the fruit image is \( x \) and the pixel number is \( P \), the deviation standard of the fruit image color is:

\[ x = \left( r_{\text{std}}, g_{\text{std}}, b_{\text{std}} \right) \]

where

\[ r_{\text{std}} = \sqrt{\frac{\sum_{p=1}^{P} (r(p) - r_{\text{avg}})^2}{P}} \]  (8)

\[ g_{\text{std}} = \sqrt{\frac{\sum_{p=1}^{P} (g(p) - g_{\text{avg}})^2}{P}} \]  (9)

\[ b_{\text{std}} = \sqrt{\frac{\sum_{p=1}^{P} (b(p) - b_{\text{avg}})^2}{P}} \]  (10)

Fruit image shape features are also extracted. Fruit image shape features are measured by area, circumference, and compactness. The fruit area reflects the size and weight of the real fruit. The perimeter is the outside part of the object that is side by side with the pixel background. Perimeter is obtained by calculating the number of pixels in the fruit image borders. If \( x_1, x_2, ..., x_n \) border, the perimeter is measured through the equation (11).
The similarity measurement is done per groups’ feature that can fasten and make simple the query process [26]. There are three features which are the color (mean of R, G, and B), colors’ deviation standard (R, G, and B of color’s deviation standard) and, shape (area, perimeter, and compactness).

According to [27][28], the euclidean distance of two image color vectors mean can be measured. If the mean of the color fruit image query is stated as vector q and the mean class vector as x, the euclidean distance of two vectors is is shown by the equation (15).

\[
d_{euc}(q, x) = \sqrt{(r_{q-avg} - r_{x-avg})^2 + (g_{q-avg} - g_{x-avg})^2 + (b_{q-avg} - b_{x-avg})^2}
\] (15)

implementing the same treatment, if the deviation standard of fruit color image query is stated as vector q and mean color in the mean class is vector x, the euclidean distance of those two vectors is is shown by the equation (16).

\[
d_{sd}(q, x) = \sqrt{(r_{q-std} - r_{x-std})^2 + (g_{q-std} - g_{x-std})^2 + (b_{q-std} - b_{x-std})^2}
\] (16)

After the above similarity measurement on each feature group, the similarity measurement is done simultaneously to those three feature groups. The way is by adding up those three groups’ distances. However, the distance scale in each feature is different, it is normalized by subtracting each distance of a certain feature with the maximum distance. The normalized distance of each group is around 0-1, so the distance similarity total is around 0-3. The equation used to measure the similarity distance is the equation (18).

\[
d_{m}(q, x) = \frac{d_{euc}(q, x) + d_{sd}(q, x) + d_{bentuk}(q, x)}{\max d_{euc} + \max d_{sd} + \max d_{bentuk}}
\] (18)

where \(d_{mean}(q, x)\) is the similarity distance, \(\max d_{mean}\) is the maximum distance of the mean color, \(\max d_{sd}\) is the maximum distance of standard deviation color. \(\max d_{bentuk}\) is the maximum distance in shape’s category.

The similarity distance measurement is done for all mean classes. The classification rule according to [14] is given to two classes \(w_1\) and \(w_2\). The object’s vectors are written as \(\{x_1, ..., x_n\}\), if \(x_1\) is the \(w_1\) mean class, the new object \(Z\) is represented in the space as \(Z_x\).

- Classify \(z\) to \(w_1\) if and if only \(d^2(x, Z_{(1)}) < d^2(x, Z_{(2)})\)
- Classify \(z\) to \(w_2\) if and if only \(d^2(x, Z_{(2)}) < d^2(x, Z_{(1)})\)
The fruit is classified if the minimum value is \( d_{\text{sim}}(q, \bar{x}) < \varepsilon \) with \( \varepsilon = 0.75 \), vise versa the fruit is rejected, if the threshold value is 0.75 (scale 0-3) is achieved empirically. The similarity percentage is relative toward the distance is 100% if the distance is 0. to be classified, the minimum similarity percentage of fruit is 75% or the similarity distance is 0.75.

The class formation system’s test is done used 3 ways: firstly, treated one fruit sample; secondly, treated two samples and thirdly, treated three samples of fruit sample for each class. The sample image is taken to look for its characteristic which is called as training image.

The class formation system forms the mean class of each class categorical label as shown in Figure 4 which is the class formation system’s user face that shows the mean class formation to three samples in each class.

### Table 1. Reference Fruit Images Feature Values

<table>
<thead>
<tr>
<th>Type of fruit</th>
<th>Color mean</th>
<th>Color standard deviation</th>
<th>Shape</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Red</td>
<td>Green</td>
<td>Blue</td>
</tr>
<tr>
<td>Fuji Apple</td>
<td>193.93</td>
<td>136.28</td>
<td>83.73</td>
</tr>
<tr>
<td>Manalagi Apple</td>
<td>167.41</td>
<td>180.51</td>
<td>66.67</td>
</tr>
<tr>
<td>Washington Apple</td>
<td>184.34</td>
<td>75.73</td>
<td>64.24</td>
</tr>
<tr>
<td>Arum Manis A Mango</td>
<td>131.89</td>
<td>143.69</td>
<td>51.07</td>
</tr>
<tr>
<td>Arum Manis B Mango</td>
<td>112.97</td>
<td>132.85</td>
<td>47.52</td>
</tr>
<tr>
<td>Golek Mango</td>
<td>147.24</td>
<td>150.16</td>
<td>36.51</td>
</tr>
<tr>
<td>Honey Mango</td>
<td>105.27</td>
<td>138.55</td>
<td>77.66</td>
</tr>
<tr>
<td>Podang Mango</td>
<td>203.74</td>
<td>143.30</td>
<td>48.70</td>
</tr>
<tr>
<td>Sunkist Orange</td>
<td>206.37</td>
<td>114.51</td>
<td>8.17</td>
</tr>
<tr>
<td>Siam Orange</td>
<td>176.46</td>
<td>135.07</td>
<td>20.09</td>
</tr>
<tr>
<td>Pear</td>
<td>211.77</td>
<td>191.14</td>
<td>122.68</td>
</tr>
<tr>
<td>Durian</td>
<td>117.28</td>
<td>123.81</td>
<td>50.23</td>
</tr>
</tbody>
</table>

The fruit classification system’s test is done by doing the image query. This image is called image testing used to test the system’s success. The feature of the fruit classification system’s user is viewed in Figure 5.

### Figure 5. SKB’s user interface

In evaluating the performance of the proposed method, 48 fruit images from 12 classes were used as the testing images. The first test used the image of the same fruits, however, the positions are being changed. The second test used the image of different fruits that were never used in the training. The first test result is presented in Table 2 and the second test is in Table 3.

Table 1 shows that the system is able in recognizing and classifying used for training although the position is different. Table 2, shows that the system is also able in recognizing and classifying the fruit from the different samples. Generally, the successfulness level using 2 samples in each class is 95.83. If using 3 samples, the successfulness level reaches 100%. It means, this system has a good reputation.

### Results and Discussions

There are 12 fruit categories that are made as class labels i.e. Fuji Apple, Manalagi Apple, Washington Apple, Arum Manis A Mango, Arum Manis B Mango, Siam Orange, Honey Mango, Podang Mango, Sunkist Orange, Siam Orange, Peer, and Durian. Each class is represented by some of the fruits’ samples. Obtained feature values a shown in Table 1.

The class formation system’s test is done 3 ways: firstly, treated one fruit sample; secondly, treated two samples and thirdly, treated three samples of fruit sample for each class. The sample image is taken to look for its characteristic which is called as training image.

The class formation system forms the mean class of each class categorical label as shown in Figure 4 which is the class formation system’s user face that shows the mean class formation to three samples in each class.

In evaluating the performance of the proposed method, 48 fruit images from 12 classes were used as the testing images. The first test used the image of the same fruits, however, the positions are being changed. The second test used the image of different fruits that were never used in the training. The first test result is presented in Table 2 and the second test is in Table 3.

Table 1 shows that the system is able in recognizing and classifying used for training although the position is different. Table 2, shows that the system is also able in recognizing and classifying the fruit from the different samples. Generally, the successfulness level using 2 samples in each class is 95.83. If using 3 samples, the successfulness level reaches 100%. It means, this system has a good reputation.

### Table 1. Reference Fruit Images Feature Values

<table>
<thead>
<tr>
<th>Type of fruit</th>
<th>Color mean</th>
<th>Color standard deviation</th>
<th>Shape</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Red</td>
<td>Green</td>
<td>Blue</td>
</tr>
<tr>
<td>Fuji Apple</td>
<td>193.93</td>
<td>136.28</td>
<td>83.73</td>
</tr>
<tr>
<td>Manalagi Apple</td>
<td>167.41</td>
<td>180.51</td>
<td>66.67</td>
</tr>
<tr>
<td>Washington Apple</td>
<td>184.34</td>
<td>75.73</td>
<td>64.24</td>
</tr>
<tr>
<td>Arum Manis A Mango</td>
<td>131.89</td>
<td>143.69</td>
<td>51.07</td>
</tr>
<tr>
<td>Arum Manis B Mango</td>
<td>112.97</td>
<td>132.85</td>
<td>47.52</td>
</tr>
<tr>
<td>Golek Mango</td>
<td>147.24</td>
<td>150.16</td>
<td>36.51</td>
</tr>
<tr>
<td>Honey Mango</td>
<td>105.27</td>
<td>138.55</td>
<td>77.66</td>
</tr>
<tr>
<td>Podang Mango</td>
<td>203.74</td>
<td>143.30</td>
<td>48.70</td>
</tr>
<tr>
<td>Sunkist Orange</td>
<td>206.37</td>
<td>114.51</td>
<td>8.17</td>
</tr>
<tr>
<td>Siam Orange</td>
<td>176.46</td>
<td>135.07</td>
<td>20.09</td>
</tr>
<tr>
<td>Pear</td>
<td>211.77</td>
<td>191.14</td>
<td>122.68</td>
</tr>
<tr>
<td>Durian</td>
<td>117.28</td>
<td>123.81</td>
<td>50.23</td>
</tr>
</tbody>
</table>
4. Conclusion

Classification of fruits using the proposed multiple nearest mean classifier technique has shown that the technique is capable in producing high accuracy with a small sample size. The sample number in each class influences the system’s ability, the system becomes better with the sample advancement's number. Up to 3 samples in each class, the system had been able in doing the classification to 48 fruits with 100% in its successfullness level or having a good reputation. The image capture process needs to be taken into account, not always stainless, sometimes possessing stains and dust in which their colors are identical to the background thus the background subtraction result is not perfect. It needs an algorithm arrangement and image processing technique to figure out the weaknesses. It needs the fruit classification system’s hardware so that the fruit sorting and grading process can be done by a machine or robotic system.
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