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Abstract  

Corn is the second largest commodity in Indonesia after rice. In Indonesia, East Java is the largest corn producer. The first 
symptom of the disease in corn plants is marked by small brownish oval spots which are usually caused by the fungus 
Helminthoporium maydis, if left unchecked, farmers can suffer losses due to crop failure. Therefore it is important to provide 
treatment for diseases in corn plants as early as possible so that diseases in corn plants do not spread to other plants. In this 
study, the dataset used was taken from the kaggle website entitled Corn or Maize Leaf Disease Dataset. This dataset has 4 

classifications: Blight, Common Rust, Grey leaf spot, and Healthy. This study uses the Convolutional Neural Network method 
with 2 different models, namely the EfficientNet-B0 and ResNet-50 models. The architectures used are the dense layer, the 
dropout layer, and the GlobalAveragePooling layer with a dataset sharing ratio of 70% which is training data and 30% is 
validation data. After testing the two proposed scenarios, the accuracy results obtained in the test model scenario 1, namely 
EfficientNet- B0 is 94% and for the second test model scenario, namely ResNet-50, the accuracy is 93%. 
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1. introduction  

Corn (Zea Mays L.) is the third most important source 

of food needs after wheat and rice. These three food 

sources can meet more than half of human calorie needs 

(Perera & Weerasinghe in [1] ). In fact, according to 

FAO (2016), the requirement for corn will continue to 

increase to reach 3.3 billion tons in 2050 [1]. Corn is a 

crop that has the potential to be developed, this is 

because corn has become a supporter of national food 

security.  

Corn is not only used as food, in other benefits corn can 

be used as feed, pharmaceutical industry materials, and 

snacks. As the demand for feed in Indonesia soars, it is 

estimated that the need for corn will continue to 

increase [2]. In the growth of corn in Indonesia, East 

Java Province plays a significant role by providing 40% 

of the total national production. However, diseases that 

attack corn plants can cause many losses to farmers [3]. 

Various things must considered for cultivating corn 

plants, namely paying attention to the seeds to be 
planted, the right time for planting, proper land 

management, the planting process, and well handling if 

the plants are diseased. These factors must be 

considered so that corn productivity is in good 

condition and continues to increase [4].  

Corn plants are very susceptible to disease. In general, 

diseases that attack corn plants are initially marked by 

changes in the leaves. Disease that starts on the leaves 

is usually caused by the fungus Helminthosporium 

Turcium, the first symptom is small oval spots that 

spread gradually [5].  

There is also a disease on the corn leaves caused by the 
fungus Helminthoporium Maydis, Characteristics of the 

disease on corn leaves are characterized by the presence 

of brownish-yellow spots that are elongated or oval [6]. 

Classification of diseases in corn plants can generally 

be done through the sense of human sight. Corn plants 

infected with the disease will be marked by the 

appearance of changes visually. Detecting corn leaf 

disease manually has the main challenge, namely the 

number of leaves that must be identified and there are 

differences in understanding among humans [7]. 

the lack of knowledge of farmers about corn plant 
diseases results in the wrong identification of corn 

plants that are attacked by diseases so errors often occur 

in handling diseases that attack corn plants [8]. Slow 

handling of diseases in corn plants diseases can affect 
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the transmission of other corn plants [9]. Slow handling 

of diseases in corn plants can also cause increased costs 

for caring for corn plants that have been affected by the 

disease [10]. To understand the symptoms of disease in 

corn plants, an expert in agriculture is needed, but not 

all regions have experts in agriculture, especially 

experts in corn plants [11].  

With the problems faced by farmers in identifying 

diseases found in corn plants, a system is needed to 

make it easier to determine the disease through 
identification so that farmers get the right solution in 

handling corn plant diseases [2]. Farmers can use a 

computer system that can be used as a substitute for the 

role of an expert if there are obstacles in handling corn 

plant diseases [12]. 

Research conducted to classify plant diseases through 

leaf images can have a positive impact on farmers. In 

classified leaf images using deep learning and transfer 

learning algorithms. The deep learning algorithm that is 

often used is the Convolutional Neural Network. The 

Convolutional Neural Network (CNN) algorithm is a 
development of the Multilayer Perceptron (MLP) which 

has been designed to process two-dimensional data 

[13].  

The CNN method is very commonly used for image 

classification because this method can produce the most 

significant accuracy in image recognition [14]. 

Reliability The performance of the CNN method is 

exemplary in several fields related to Computer Vision 

and image processing [15]. 

Responding to the problems above, researchers 

conducted research that refers to research that has been 

done. Previous research related to the classification of 
corn leaf images has been carried out by Faisal Dharma 

Adhinata, Gita Fadila Fitriana, Aditya Wijayanto, 

Muhammad Pajar Kharisma Putra (2021) with the title 

"Corn Disease Classification Using Transfer Learning 

and Convolutional Neural Network" proposing the 

application of the Convolutional Neural Network 

method with the model DenseNet-201 with a total 

dataset of 4188 images and divided into 4 classification 

classes with details namely blight 1146 data, common 

rust 1306 data, gray leaf spot 574 data and healthy 1162, 

getting the best accuracy result of 93% [16]. 

Previous research related to the classification of corn 

leaf images has been carried out by Eko Hari 

Rachmawanto and Heru Pramono Hadi (2021) with the 

title "Optimization of Feature Extraction in KNN in 

Classification of Corn Leaf Disease" proposing the 

application of the algorithm used is KNN-HSV-GLCM 

with a dataset totaling 160 training data and 40 test data, 

with a k value of 3 then the pixel spacing is 1 getting 

85% accuracy results, and at a k value of 3 then the pixel 

spacing is 3 getting 70% accuracy value which is the 

lowest result [3]. 

Previous research regarding the classification of corn 

leaf imagery has been carried out by Ivan Pratama 

Putra, Rusbandi, Derry Alamsyah (2022) with the title 

Classification of Corn Leaf Disease Using a 

Convolutional Neural Network” proposing the 

application of the CNN algorithm and the model used, 

namely Resnet50 with a dataset division ratio of 80:20, 

using 3 optimizers Adam, Nadam, and SGD and the 

number of epochs carried out 20 times to get the best 

accuracy of 98.4% with the Adam optimizer [17]. 

Previous research related to "Classification of Diseases 

in Robusta Coffee Plants Based on Leaf Image Using a 

Convolutional Neural Network" was conducted by 

Savira Aginta Sabrina and her colleagues (2022), using 

the convolutional neural network method with the 

proposed model being efficientnet-B0 using two 

optimizers namely adam and Rmsprop, the accuracy 

results obtained by using these 2 optimizers are 91% 

[18]. 

Previous research related to the classification of corn 

leaf images has been carried out by Mit Atila A, Murat 
Ucar, Kemal Akyo, and Emine Ucar (2021) with the 

title "plant leaf classification using the deep learning 

Efficientnet model" proposing the application of 

efficientNet with a comparison of other CNN models, 

namely AlexNet, ResNet50 , VGG16, and Inception V, 

with a total dataset of 54,305 image data and containing 

38 classes from 14 different species, obtained the best 

accuracy results on the efficienNet-B5 model of 

99.91% and EfficientNet-B4 of 99.97% [19]. 

Previous research related to the classification of corn 

leaf images has been carried out by Abdul Jalil Rozaqi, 

Andi Sunyoto, and Rudyanto Arief (2021) with the title 
"Detection of Diseases in Potato Leaves Using Image 

Processing with the Convolutional Neural Network 

Method" proposing the application of the algorithm 

used is the Convolutional Neural Network, with the 

number of datasets is 1152 and divided into 4 

classification classes, using a dataset size of 150x150 

with a sharing ratio of 80% training data and 20% 

validation data to get 94% accuracy value [20]. 

Previous research related to the classification of corn 

leaf imagery has been carried out by Mohtar 

Khoiruddin, Apri Junaidi, and Wahyu Andi Saputra 
(2022) with the title "Classification of Rice Leaf 

Disease Using a Convolutional Neural Network" times 

and got an accuracy value of 98% [21]. 

Previous research related to the classification of corn 

leaf images has been carried out by Alang Mulya 

Lesmana, Ronna Putri Fadhillah, Chaerur Rozikin 

(2022) with the title "Disease Identification in Potato 

Leaf Image Using a Convolutional Neural Network 

(CNN)" proposing the application of the algorithm used 

is CNN with datasets from 5400 image data that has 

been divided into 3 classes, namely healthy images, 
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early Hawar images, and late Hawar images get 99% of 

the highest accuracy results on validation data [10]. 

Based on the research above, the purpose of this study 

was to improve the results of the accuracy of previous 

studies conducted by[16]and compare with the 

proposed model, the proposed model is EfficientNet-B0 

and ResNet-50 with the dataset used taken from the 

Kaggle website entitled Corn or Maize Leaf Disease 

Dataset. This dataset has 4 classifications with a total of 

4188 image data with details for each class, namely 
blight 1146 image data, common rust 1306 image data, 

gray leaf spot 574 image data, and healthy 1162 image 

data. 

2. Research Methods 

 

Figure 1. Flowchart of the research method 

The research method section, it is explained the stages 

of the research flow that will be carried out, which can 

be seen in figure 1. This research flow starts by taking 

the dataset on Kaggle, then carrying out the 
preprocessing process by changing the size of the 

dataset and dividing process data by dividing train data 

and validation data, in the next stage, the image will be 

model trained using the EfficientNet-B0 and ResNet-50 

models to get maximum results, and in the final stage, a 

model evaluation will be carried out. 

2.1 Dataset 

The use of dataset in this study comes from the web 

Kaggle with the title Corn or Maize Leaf Disease 

Dataset. This dataset has 4 classifications with a total of 

4188 data with details for each class, namely blight 
1146 data, Common rust 1306 data, gray leaf spot 574 

data, and healthy 1162 data [22], as seen in figure 2. 

2.2 Preprocessing 

After collecting data taken from the Kaggle web as 

described, in the next stage, data sharing is carried out. 

Before split data sharing, the image size is first changed 

to 224 x 224. After the image size becomes one size, 

then after that the image data the data sharing process is 

carried out, namely the distribution of training data and 

validation data. The ratio used for this research is 70% 

training data and 30% validation data. 

healthy

 
Blight 

 
common rust 

 
gray leaf spot 

 
Figure 2. An example of a dataset image 

2.3. Model Architecture 

The method used in this research is the CNN method, 

the models used are the efficientNet B0 model and the 

RestNet50 model to identify corn plant diseases. The 

efficientNet-B0 model has a total of 230 layers [23]. 

Meanwhile, the ResNet-50 model has a total layer depth 
of 50 [24]. The model in this study uses a two-layer base 

model. Each uses Global Average Pooling 2D, Dense 

(512), uses Dropout (0.5) and (0.1), optimizer adamax 

and rmsprop, and uses Relu activation. Global Average 

Pooling is made so that data can be segmented and also 

the problem of overfitting can be overcome [25]. The 

use of the Global Average Pooling 2D layer also works 

so that the selected image has average features [26]. The 

architectural design of the model can be seen in table 1.  

Table 1. CNN architectural model 

Layer Filter 
Kernel 

Size 
Activation 

EfficientNet-B0 

input (224, 224) 

- - - 

ResNet-50 input 

(224, 224) 
- - - 

GlobalAverage

Polling2D 

- - - 

Dropout 0.5, 0.1 - - 

Dense 512 - relu 

Dropout 0.5, 0.1 - - 

Dense 224 - relu 

Dense 4 - softmax 
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3.  Results and Discussions 

This stage explains the results of the classification of 

corn plant diseases that have been obtained using 

predetermined models, namely EfficientNetB0 and 

RestNet50. The training process will be carried out with 

the EfficientNet-B0 and ResNet-50 architectures using 

Google collab with the device specifications using the 

programming language python 3.7.15, google collab 

software, and hardware used with 10th Gen Intel(R) 

Core (TM) i5-10210U CPU @ 2.11 GHz processor 
specifications, 12GB Ram memory, AMD Radeon 530 

Series GPU. 

In the first stage, taking the dataset on the Kaggle site 

entitled Corn or Maize Leaf Disease Dataset, this 

dataset has 4 classification classes, namely blight, 

common rust, gray leaf spot, and healthy, then in the 

next stage the data is resized to 224 x 224 so that the 

image size be the same size, after resizing the image 

then the data is divided into training data and validation 

data, and the ratio used is 70% training data and 30% 

validation data. 

In the next stage, training data is carried out using the 

selected models, namely efficientNet-B0 and restNet-

50 with different parameters. Table 2 explains the 2 

scenarios that will be carried out with different models 

and different parameters. 

Table 2. Scenario test model 

Scenario Description Filter 

Model 1 
EfficientNet-B0 model 

(input 224,224) 

Dropout (0.5) 

Dense (512) 

Model 2 
ResNet-50 model (224, 

224) 

Dropout (0.1) 

Dense (512) 

3.1 The first model scenario 

In testing scenario 1, the proposed model is efficientNet 

B0, the parameters used in scenario 1 testing model are 

listed in table 3. 

Table 3. Scenario architecture test model 1 

Layer Filter 
Kernel 

Size 
Activation 

EfficientNet-B0 

input (224, 224) 

- - - 

GlobalAverage

Polling2D 

- - - 

Dropout 0.5 - - 

Dense 512 - relu 

Dropout 0.5 - - 

Dense 224 - relu 

Dense 4 - softmax 

The architecture used in model 1 is shown in table 3 

with details Dropout = 0.5, Dense = 512 with relu 

activation, Dropout = 0.5, Dense = 224 with relu 

activation, Dense = 4 with softmax activation and using 

the Adamax optimizer, and doing epoch 100 times. 

After carrying out the test, a graph plot of the results 

that have been obtained will be made. This graph 

functions to see whether the results obtained have 

increased or not for each train, and also whether there is 

overfitting or underfitting in the model used, namely 

EfficientNet-B0, in Figure 3, and is the result of the plot 

that has been tested. 

 

Figure 3. Results of model scenario accuracy plot 1 

In figure 3 it can be seen from epoch 0 to epoch 20 that 
the chart is moving unstable, from epoch 21 to epoch 

100 the graph shows movement that has begun to 

stabilize. The movement of the graph is unstable 

because the model is still in the learning stage, while the 

graph has begun to show a stable movement because the 

model has learned from the dataset. 

 

Figure 4. Results of model scenario loss plot 1 

Figure 4 shows that the graphic movement in the 

confusion matrix scenario 2 is unstable, starting from 

epoch 0 to epoch 6, machine learning is still in the 

dataset learning stage, then in epoch 7 to 100 there is an 

unstable graphic movement and causes overfitting, 

thing This is due to poor machine learning. 

After the results of the training graph are obtained, the 

next step is to evaluate system performance in the first 

scenario, model evaluation can be seen using the 

classification report and also by looking at the 

confusion matrix image that was obtained in the first 

test scenario. The report on the results of the scenario 1 

test classification is shown in table 4. 

Table 4. Report on the results of model classification 1 

Classification Report 

Accuracy 94% 

Precision 93% 

Recall 91% 

F1-Score 92% 

Table 4 shows the results of the classification report in 

test scenario 1 which was carried out and obtained 
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results of 94% accuracy, precision = 93%, recall = 91%, 

and f1-score = 92%. 

After seeing the classification report in table 4, the next 

model evaluation is by looking at the confusion matrix 

image. At the same time, it measures whether the 

machine learning model used can predict the amount of 

data correctly or incorrectly [19]. The results of the 

confusion matrix in the model 1 test scenarios are 

shown in Figure 5 

 

Figure 5. The results of the confusion matrix model 1 

Figure 5 shows the results of the confusion matrix in the 

first test scenario. From the results obtained in the 

confusion matrix above, there are 4 classification 

classes, namely common rust, gray leaf spot, healthy, 

and blight, it can be concluded that in the common rust 
class, there are 386 data that are predicted to be correct 

and 8 data that are predicted to be wrong, then in the 

gray leaf spot, there are 129 data that are predicted to be 

correct and 36 data that are predicted to be wrong, then 

in the healthy class there are 355 data that are predicted 

to be correct and 1 data that is predicted to be wrong, 

while in the blight class, there are 321 data that are 

predicted to be correct and 20 data are predicted to be 

wrong.  

After seeing the results of the model evaluation in 

scenario 1, the prediction results obtained can be seen 

in Figure 6. 

 

Figure 6. Prediction results of model scenario 1 

In Figure 6 it can be concluded that the prediction 

results obtained are the machine learning model used 

which can predict accurately, the predictions and also 

the images that are trained get the same results. 

3.2 The second model scenario 

In testing scenario model 2 that is proposed is the 

ResNet-50 model, details of the parameters used in the 

second test scenario can be seen in table 5. 

Table 5. Scenario architecture test model 2 

Layer Filter 
Kernel 

Size 
Activation 

ResNet-50 input 

(224, 224) 

- - - 

GlobalAverage

Polling2D 

- - - 

Dropout 0.1 - - 

Dense 512 - relu 

Dropout 0.1 - - 

Dense 224 - relu 

Dense 4 - softmax 

In table 5 the architecture used in testing the scenario 2 

models with details using Dropout = 0.3, Dense = 1024 
with relu activation, Dropout = 0.3, Dense = 224 with 

relu activation, and Dense = 4 with softmax activation. 

After testing using the architecture above, a graphic plot 

will be made of the results that have been obtained, this 

graph functions to see whether the results obtained have 

an increase or not in each train, and also whether there 

is overfitting or underfitting in the model used, namely 

ResNet- 50, Graphic plot images can be seen in Figures 

7 and 8. 

 

Figure 7. Results of model scenario accuracy plot 2 

In Figure 7, it can be seen that from epoch 0 to epoch 

19 the chart is moving unstable, from epoch 20 to epoch 

35 the chart shows a stable movement, even though 

there is still unstable graphic movement but the chart is 

not too overfitting. The movement of the graph is 

unstable because the model is still in the dataset 

learning stage, while the graph has begun to show a 

stable movement because the model has already learned 

the dataset. 
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Figure 8. Results of model scenario loss plot 2 

Figure 8 shows that the graphic movement in the 

confusion matrix scenario 2 is unstable, starting from 

epoch 0 to epoch 4, machine learning is still in the 

dataset learning stage, then in epoch 5 to 100 there is an 

unstable graphic movement and causes overfitting, 

thing This is due to poor machine learning. 

After the results of the training graph are obtained, the 

next step is to evaluate the performance of the model in 
the second scenario, model evaluation can be seen using 

the classification report and also by looking at the 

confusion matrix image that was obtained in the second 

test scenario. The report on the results of the 

classification in test scenario 2 can be seen in table 6. 

Table 6. Report on the results of model classification 2 

Classification Report 

Accuracy 94% 

Precision 93% 

Recall 91% 

F1-Score 92% 

Table 6 above shows the results of the classification 

report in test scenario 2, namely obtaining results of 

93% accuracy, precision = 93%, recall = 92%, and f1-

score = 92%. 

After seeing the classification report above, the next 

model evaluation is by looking at the confusion matrix 

image as well as measuring whether the machine 

learning model used can predict the amount of data 

correctly or incorrectly [19]. The confusion matrix 

image can be seen in Figure 9. 

\ 

Figure 9. The results of the confusion matrix model 2 

Figure 9 shows the results of the confusion matrix in the 

second test scenario. It can be concluded that in the 

common rust class, there are 382 correct predictions, 

then 12 incorrect data predictions, and in the gray leaf 

spot class there are 129 correct predictions and 36 

incorrect data predictions. data, then in the healthy class 

there were 355 correct predictions of data, then as much 

as 1 data was predicted incorrectly, and while in the 

blight class, there were 313 data that were correctly 

predicted then as many as 28 data were wrong data. 

After evaluating the model using the confusion matrix 

and also the classification report, the next step is to look 

at the predictions of model 2 testing scenarios, which 

can be seen in Figure 10. 

 

Figure 10. Prediction results of model scenario 2 

In figure 10 it can be concluded that the prediction 

results obtained are the machine learning model used 

can predict well, and also the images that are trained get 

good results, even though there is one wrong prediction, 

the image given is gray leaf spots but the model predicts 

is blight. 

After carrying out 2 test scenarios, the test architecture 

affects the test to get the best accuracy value. The 

results of testing the 2 scenarios that have been carried 

out are summarized in table 7. 

Table 7. The results of the proposed model testing 

Scenario Accuracy Precision Recall 
F1-

Score 

Model 1 

(EfficientN

et-B0) 

94% 93% 91% 92% 

Model 2 

(RestNet-

50) 

93% 93% 92% 92% 

Model evaluation was also carried out in this study with 

previous research [16]. Comparisons to the details of 

previous studies are summarized in table 8. 
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Table 8. Comparison table with previous research 

Scenario Dataset Model Accuracy 

Adhinata et 

al  [16] 

Corn or Maize Leaf 

Disease 

DenseNet

-201 

     93% 

Model 1  Corn or Maize Leaf 

Disease 

Efficient

Net-B0 

     94%  

Model 2  Corn or Maize Leaf 

Disease 

ResNet-

50 

     93%  

Based on the results of research using model test 

scenarios that have been carried out overall scenario 

model test 1 is better than previous research [16] by 

obtaining an accuracy of 94%. 

4.  Conclusion 

Based on the research results, the first test model 

scenario, namely the EfficientNet-B0 model, obtained 

an accuracy of 94% higher than the model 2 test 

scenario, namely ResNet-50, which was 93%. The 

results obtained are influenced by several things 

including the balance of the number of datasets used, 
the division of the splitting ratio, the number of layers, 

and the number of inputs used. Suggestions for further 

research are to use the same research topic and dataset 

to modify it again at the preprocessing stage and try 

other CNN models such as VGG-19 to get maximum 

results. 
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