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Abstract  

Multi-class classification has its challenge compared to binary classification. The challenges mainly caused by the interactions 
between explanatory and responses variable are increasingly complex. Ensemble-based methods such as boosting and random 
forest (RF) have been proven to handle classification problems. We conducted this research to study multi-class classification 
using CatBoost, a method developed with gradient boosting and double random forest (DRF), RF’s development that is good 
to be used when the resulting RF model is underfitting. Analysis was carried out using simulation and empirical data. In the 

simulation study, we generate data based on the distance between classes: high, medium, and low. The empirical data used is 
the industrial classification code, namely KBLI. CatBoost and DRF can rightly solve the multi-class classification problem at 
a high distance, measured by a 100% balanced accuracy score. At a medium distance, CatBoost and DRF produce balanced 
accuracy scores of 99.25% and 97.54%, respectively, whereas 32.37% and 23.97% at the low distance. In empirical studies, 
CatBoost’s performance outperforms DRF by 4.27%. All the differences are statistically significant based on the t-test result. 
We also use LIME to explain individual predictions of CatBoost and learn words that contribute the most to an example class’s 
prediction. 
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1. Introduction  

Multi-class classification is a predictive modeling for 

qualitative response variables with more than two 

predicted classes. Determining the relationship between 

classes in a multi-class classification is more complex 

than in a binary classification [1]. This complexity 

makes it more challenging to produce good predictions. 

Some things that affect the difficulty of multi-class 

classification are  interaction patterns that become more 

complicated between independent variables and 

response variables;  features or independent variables 

that are many but not significant; the number of 

observations in each class is limited [2]. 

Decision tree-based methods can be used to overcome 

classification problems. While simple and easy to 

understand, the predictive ability of a single decision 

tree is not as good as some other machine learning 

methods. Thus, an ensemble method that combines 

several single trees was developed to produce better 

predictions. Furthermore, [3] and [4] show that 

combining trees gives better results than a single tree. 

Even though there are drawbacks when visualizing and 

interpreting the results compared to a single 

classification tree, the ensemble method could be a 

choice if the focus is on prediction and not 

interpretation [5]. Compared to other methods that can 

also provide good predictions, such as deep learning, for 

a small dataset, ensemble decision trees tends to have 

better performance and be more efficient in 

computation [6]. 

Boosting and random forest are examples of ensemble 

implementations. Boosting is an ensemble technique 

that combines several trees sequentially using 

information from the previous tree [7]. The combined 

trees are weak learners with low accuracy formed from 
residual models to increase predictive ability in areas 

with poor performance [8]. Boosting then becomes the 

basis for gradient boosting, which minimizes loss 

function.  

There are several developments based on gradient-

boosting decision trees, such as XGBoost [9], 

LightGBM [10], and CatBoost [11]. Some differences 

between CatBoost and other gradient boosting-based 

algorithms are CatBoost has two boosting modes, 

namely plain and ordered; it can process categorical 

features directly with ordered target statistics encoding; 
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it uses a symmetrical tree that is not easily overfitted. 

Another exciting aspect about CatBoost compared to 

XGBoot and LightGBM based on [11] is that the 

runtime process on the GPU, which the author use 

epsilon data for comparison, is even several times faster 

(25 times faster than XGBoost and around 60 times 

faster than lightGBM). The CatBoost algorithm has 

proven superior to other boosting methods in 

classifying imbalanced multi-class data [12]. Research 

[13] classifies classic Chinese Dongba documents into 
six categories and shows a better level of precision of 

CatBoost than random forest, KNN, decision trees, 

XGBoost and TensorFlow.  

In contrast to boosting, random forest (RF) combine 

trees in parallel using bootstrap resampling [14]. The 

final prediction of RF is based on the majority vote of 

all trees formed. There are many developments from the 

RF model, one of which is the double random forest 

(DRF). DRF can produce better predictions when the 

resulting RF model is underfitting [15]. DRF 

performance was compared to thirty-four binary and 
multi-class classification data that had the possibility of 

underfitting using RF and showed that most DRF 

outperformed single classification tree, bagging, 

samme, and RF [15]. 

Multi-class classification can be applied to determine 

the industry classification code. Industry classification 

can be interpreted as a rule or principle in classifying an 

economic activity of every establishment (business or 

company) into a specific class code. In Indonesia, BPS 

– Statistics of Indonesia published the Indonesian 

industrial classification code (KBLI) as a guideline for 

classifying establishments based on their economic 
activity. According to the KBLI guidelines, every 

establishment can be classified into a five-digit number 

in the KBLI group based on their main activities and 

products. In determining the five-digit KBLI group 

code, sufficient knowledge is required so the 

misclassification code will not occur. 

This study investigates CatBoost and DRF’s 

performance on multi-class classification problems. 

The performance of both models will be calculated 

using a balanced accuracy test, false positive rate, and 

imbalanced accuracy metrics [16]. The study will use 

simulated and empirical data.  

Simulation data will form a multi-class classification 

scenario, for each class will be close to the proportion 

of empirical data with the distance between classes: 

low, medium, and high. Simulation data is also 

designed so that RF will produce a model that can 

underfit the data. The 2015 Indonesian industrial 

classification code (KBLI) will be used for empirical 

data. On empirical data, RF could also make an underfit 

model based on the calculation of relative accuracy 

(explained in section 2). Because the data we use is 

underfitting with RF, we want to use DRF, which could 

make a better prediction under this condition—

furthermore, we compared it with CatBoost, which also 

proved superior in handling multi-class classification. 

Ultimately, this study shows that CatBoost can 

overcome DRF both on simulation and empirical data. 

2. Research Methods 

Studies using simulation data were carried out to 

examine the performance of the two algorithms on 

controlled factors. and to study the model’s 

characteristics. Furthermore, empirical data is used to 
examine the algorithm’s performance in actual 

conditions. 

2.1 Simulation Study 

Simulation data is generated with a total class C = 27, 

the number of features or independent variables p = 300, 

and the total data generated N = 800. The amount of data 

per class in the simulation data will be grouped into five 

levels based on different ratios approaching empirical 

data, which are 1%, 5%, 6%, 10%, and 30%.  

Table  1. Total Number of Data per Class  

Level Class Number 

of classes 

per level 

Data 

ratio per 

class (%) 

Number 

of data 

per class 

1 0 – 18 19 1 8 

2 19 – 21 3 5 40 

3 22 1 6 48 

4 23 – 25 3 10 80 

5 26 1 30 240 

Table 1 summarizes the data generation structure for 

each class. Each of the first 19 classes (class 0 to class 

18) has only a 1% data ratio compared to total data N. 

Hence, we only generate 8 data for each first 19 classes. 

Class 26 has the most observations, with a ratio of 30% 

of the total data N; this class has 240 observations. 

The data imbalance ratio (IR) can be calculated using 

formula 1. 

𝐼𝑅 =  �̂�𝑚𝑎𝑥 �̂�𝑚𝑖𝑛⁄                               (1) 

with �̂�𝑚𝑎𝑥 and �̂�𝑚𝑖𝑛  are the maximum and minimum 

values of �̂�. In contrast, �̂� is the ratio of data in each 

class. So, the IR value in simulation data is 30. This 

number shows that for every example in class 0, there 

are 30 examples in class 26. 

This study will generate independent variables or 

features in each class from a normal distribution with a 

mean based on the centroid formed and a standard 

deviation of 1. All independent variables will be 
numerical data. The centroid of each class does not 

overlap and will have a vector size 1 × 𝑝 consisting of 

combinations of values 0 and 1, which are formed 

randomly. Furthermore, s is used as a centroid 

multiplier factor to determine the distance between 

classes. The final centroid calculation is based on the 

formula: centroid = centroid × 2 × s, then centroid = 
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centroid – s. Three scenarios will be formed on the 

simulation data based on the value s between classes: 

high s =2, medium s=1, and low 0.5. The separation of 

classes will increase alongside the value of s.  

For a more precise illustration, we simulate generating 

a high-distance scenario with the multiplier factor s=2. 

If there are two classes with two independent variables, 

the first step is to form two 1 × 2 centroid initiation 

vectors. Each vector represents the centroid in each 

class. Says (1,1) is the initial vector value for class 1 and 

(1,0) for class 2.  

Initiated vector can be seen in Figure 1(a). The 

multiplier factor s will shift the initial centroid initiation 

position according to the previous formula. That step 

will be resulting the final centroid vector in class 1 

having a value of (2, 2) and in class 2 having a value of 

(2, -2), as in Figure 1(b). This final centroid vector will 

then be used as the mean value in each class for 

generating data from a normal distribution with a 

standard deviation of 1, as in Figure 1 (c). 

 
Figure 1. Illustration of Data Generations Process  

We calculated the relative test accuracy for each 

scenario to check the possibility of a random forest 
producing an underfit model on the simulation data. The 

relative test accuracy compares random forest accuracy 

at a specific nodesize with random forest accuracy at the 

default nodesize of 1 [15]. If the relative accuracy is less 

than one, then the random forest is more likely to 

produce an underfit model on the data, and DRF can 

produce a better model. 

Figure 2 shows this study's general flow chart of data 

analysis procedures. The analysis procedure for 

simulated data will begin by generating a dataset 

consisting of three data scenarios. The generation of 

simulation data will be repeated 100 times to ensure that 

the results obtained are not due to sheer coincidence.  

We build Catboost and DRF models for each scenario. 

These models will be used to make predictions based on 

test data. Then the evaluation of the model is calculated 

based on predetermined metrics, which are balanced 

accuracy score, false positive rate, and imbalance 

accuracy metrics. Finally, we average the metrics for 

each scenario and each model as an evaluation method 

of the two models. 

 

Figure 2. Illustration of Analysis Procedure  

2.2 Empirical Study 

The empirical data used is the industrial classification 

code for Indonesian establishment, KBLI, sourced from 

the 2016 economic census (SE2016) listing results. 

KBLI is a classification code for all economic activities 

into several business fields issued by the BPS – 

Statistics of Indonesia. The 2015 KBLI code is arranged 

hierarchically and consists of 21 alphabetical categories 

containing five-digit numerical groups.  

The KBLI code of a company can be determined based 

on the main activity and product descriptions. Due to 

many existing KBLI codes, sufficient knowledge is 

required to carry out industrial classification correctly.  

Table 2. Example of Empirical Data  

Company 

ID 

Main activities Main products KBLI 

1 Menyediakan jasa 

catering 

(Providing 

catering services) 

Makanan dan 

minuman 

(Food and 

beverages) 

56120 

2 Warung nasi 

aneka masakan 

sunda 

(Selling various 

Sundanese dishes) 

Makanan dan 

minuman 

(Food and 

beverages) 

56102 

Table 2 shows an example of determining the KBLI 
code based on a description of the company's main 

activities and products. The first company whose main 

activity is "providing catering services," with the main 

product being "food and beverages," can be classified 

as the five-digit group code 56210 (Catering services 

for specific events (catering services)). The second 

company, with the main activity of "Selling various 

Sundanese dishes" and the main product also "Food and 

beverages," can be grouped into KBLI 56102 (food 

stores (warung makan)). 
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Table 3. Variables in the Study 

Variables Description Data type 

X1 Company’s main activities Text 

X2 Company’s main products Text 

Y  KBLI groups Category 

Details of the SE2016 listing results (L2 questionnaire) 
variables used in this study are the company’s main 

activities, main products, and five-digit KBLI, as 

written in Table 3. The company’s main activities and 

products are text data. This research is focused on 

modeling the five-digit KBLI code from the “I” 

category (accommodation and food service activities). 

Before modeling, we will manually check the data to 

ensure that the main activities and products' 

descriptions match the KBLI group code. Only the 

match data will be used for modeling. The total 

empirical data chosen are as many as 3000 companies/ 

businesses.  

Table 4 contains the distribution of the data we use in 

each class. The description column also briefly 

describes the main activities covered in each code. In 

the empirical data, models will predict 26 classes of 

KBLI groups. The distribution of the number of data in 

each category in Table 4 shows an imbalanced class. 

There is a class with the majority data, namely KBLI 

56102, and a minority class, namely KBLI 56109. The 

empirical data imbalance ratio is 78. So, in empirical 

data for every example in class 56109, there are 78 

examples in class 56102. 

Table 4. Total Number of Data per Class  

KBLI 

(class) 

Description Number 

of Data 

55111 Five-star hotel 49 

55112 Four-star hotel 64 

55113 Three-star hotel 108 

55114 Two-star hotel 63 

55115 One-star hotel 53 

55120 Losmen 282 

55130 Cottage 155 

55191 Youth hostel 28 

55192 Campground 22 

55194 Villa 344 

55195 Apartment hotel 54 

55199 Other short-term accommodation 92 

55900 Other accommodation 128 

56101 Restaurant 169 

56102 Food stores 391 

56103 Food stalls 109 

56104 Mobile food service activities 105 

56109 Restaurant and other mobile food 5 

56210 Event catering 117 

56290 Other food preparation establishment 66 

56301 BAR 96 

56302 Night’s club 104 

56303 Café 123 

56304 Beverage stalls 108 

56305 Traditional beverage service activities 95 

56306 Mobile beverage service activities 167 

The stages of analysis of empirical data, in general, will 

follow the flow chart in Figure 2. However, a pre-
processing and feature extraction stage is needed before 

the model can process text data. Feature extraction 

converts text data into numeric data, which is carried 

out using TF-IDF (term frequency-inverse document 

frequency). TF-IDF can be formulated as TF (t,d) × 

IDF (t). Whereas TF (t,d) specifies the number of 

occurrences of the word t in document d. Meanwhile, 

IDF can be calculated using formula 2.  

𝐼𝐷𝐹(𝑡) = log
1+𝑛

1+𝑑𝑓(𝑡)
+ 1                              (2) 

Where n is the total number of documents in the corpus 

and 𝑑𝑓(𝑡) is the total number of documents in the corpus 

that contain the word t. 

2.3. Classification Model with CatBoost 

In the multi-class classification, only plain boosting 

mode on CatBoost can be run using the GPU. This 

mode works like a standard gradient boosting decision 

tree, only differs in processing category features 
directly using ordered target statistics encoding and 

constructing a tree using a symmetric tree as a default. 

Ensemble trees in CatBoost are formed sequentially.  

Figure 3 illustrates the stages of modeling on CatBoost 

in plain mode. The prediction of the tree at the m stage 

depends on the result from the tree at the m-1 stage. The 

tree created in CatBoost is a regression tree, so it is 

necessary to convert it into probability value so that the 

input data x can be predicted as class C. 

 

Figure 3. CatBoost Illustration 

∑ 𝑤𝑖 log(𝑒
𝑎𝑖𝑡𝑖

∑ 𝑒
𝑎𝑖𝑗𝑀−1

𝑗=0
⁄ )𝑁

𝑖=1

∑ 𝑤𝑖
𝑁
𝑖=1

, 𝑡 ∈ {0, … , 𝑀 − 1}                 (3) 

CatBoost uses the loss function in formula (3) for multi-

class classification problems. Each iteration of boosting 

on CatBoost forms a tree. At each final node in the 

newly created tree, CatBoost stores 𝑀 predictions for 

each 𝑀 class.  

Where 𝑡𝑖 is the label value in the i-th data from the 

training data input. 𝑎𝑖  is the result of applying the model 

to the i-th data. N is total data. 𝑤 is the weight for the 

ith data and, by default, is 1. In multi-class classification 

problems, the conversion into opportunity values is 

carried out using the sigmoid function based on the 

"RawFormula" value of the CatBoost output. 

Furthermore, the data will be classified into the class 

with the highest probability value. 



 Annisarahmi Nur Aini Aldania, Agus Mohamad Soleh, Khairil Anwar Notodiputro 

Jurnal RESTI (Rekayasa Sistem dan Teknologi Informasi) Vol. 7 No. 1 (2023)  

DOI: https://doi.org/10.29207/resti.v7i1.4766 

Creative Commons Attribution 4.0 International License (CC BY 4.0) 

133 

 

 

2.4 Classification Model with DRF 

The classification model using DRF combines a single 

decision tree in parallel according to the number 

of ntree in the model. In DRF, the tree will be formed 

using all training data so that all trees in DRF are 

created using the same data from the start [15]. The 

illustration in Figure 4 provides an overview of 

predictions using DRF, where each tree will predict the 

class of an input data x. 

The final prediction is made by simple aggregation 
using the majority votes from the B trees formed as in 

formula 4. CB(x) in the final prediction of a class based 

on the independent variable x. b is the index of the tree 

formed. j is the response variable, the class to be 

predicted. I(CB(x)=j) is an indicator function with a 

value of 1 if the tree produces prediction of class j and 

a value of 0 otherwise. 

𝐶𝐵(𝑥) = 𝑎𝑟𝑔𝑚𝑎𝑥𝑗 ∑ 𝐼(𝐶𝑏(𝑥) = 𝑗)𝐵
𝑏=1                             (4) 

 

Figure 4. DRF Illustration 

2.5 Evaluation Metric 

An appropriate measure is needed to evaluate the 

performance of a multi-class classification model, 

especially if there is an imbalance in the data. Accuracy 

is a measure that is often used in classification 

problems, but accuracy is biased against the majority 

class, so it is not appropriate to use it on imbalanced 

data. Balanced accuracy that uses a weight so that each 

class is treated equally can be used [16]. Balanced 

accuracy works best when each class has the same 
importance. In essence, the balanced accuracy score is 

the average of the recall in each class [17].  Table 5 

illustrates the prediction and actual data layout in multi-

class classification. Recall value can be defined as the 

model’s ability to correctly predict class k compared to 

all data in class k. Calculating the recall value can be 

seen in formula 5 and calculating balanced accuracy in 

formula 6. 

This study will also calculate the false positive rate 

(FPR). The FPR states is the proportion of negative 

clases incorrectly identified as positive clases in the 
data. As an illustration of how to calculate FPR in multi-

class classification, in Table 5, if we want to calculate 

the FPR of class 2, then the false positive (FP) dan false 

negative (FN) values are under the grey colour in the 

table. In contrast, the other column in the table is 

classified as true negative (TN). Formula 7 can be used 

for calculating FPR per class. In multi-class 

classification, the FPR value will be calculated for each 

class and then averaged in formula 8. 

We will also calculate imbalanced accuracy metrics 

(IAM) [18] for model evaluation. IAM is a metric that 

primarily designs for multi-class imbalance datasets. 

IAM shows how well a classifier is expected not to 
classify a random instance in the incorrect classes. A 

higher value of IAM indicates better performance of the 

classifier in not mislabeling the instance. Calculations 

on this metric use the maximum value of the total 

diagonal other than the main diagonal (∑ 𝑐𝑖𝑗
𝑘
𝑗≠𝑖 ) or 

(∑ 𝑐𝑗𝑖
𝑘
𝑗≠𝑖 ) subtracted from the main diagonal value, 

divided by the total maximum from a row or column 

(max (𝑐.𝑖,𝑐𝑖.)) and averaged (/k) to obtain the 

expectation. The calculation is presented in formula 9. 

The value of IAM is in the range of -1 to 1. IAM <0 

indicates the average of incorrect prediction is higher 

than the number the classifier predicts correctly. IAM > 

0 suggests that on average classifier has a higher correct 

prediction than the number it does not. 

Table  5. Actual and Prediction per Class Ilustration 

Actual 
Prediction 

Class 1 Class 2 … Class k 

Class 1 C11 (TN) C12 (FP) … (TN) C1k (TN) 

Class 2 C21 (FN) C22 (TP) … (FN) C2k (FN) 

…. …  (TN) …  (FP)      (TN) …  (TN) 

Class k Ck1 (TN) Ck2 (FP) … (TN) Ckk (TN) 

Recall𝑘= 
𝑐𝑘𝑘

total observations in class k
                            (5) 

BA  = 1
𝑘⁄ ∑ Recall𝑘                                      (6) 

FPR𝑘= 
𝐹𝑃

𝐹𝑃+𝑇𝑁
                                                             (7) 

𝐹𝑃𝑅 = 1
𝑘⁄ ∑ FPR𝑘                                                        (8) 

IAM = 1 𝑘⁄ ∑
𝑐𝑖𝑖−max(∑ 𝑐𝑖𝑗

𝑘
𝑗≠𝑖 ,∑ 𝑐𝑗𝑖

𝑘
𝑗≠𝑖  )

max (𝑐.𝑖,𝑐𝑖.)
𝑘
𝑖=1                       (9) 

3.  Results and Discussions 

3.1 Simulation Study 

In simulation and empirical studies, most programs are 

made using python with the sci-kit learn package [19]. 

For the model with CatBoost, we use the CatBoost 

package in python. For DRF modeling, we use DRF 

formulas which can be accessed on the author’s GitHub  

[15] using the R program. 

The data exploration stage is carried out first to ensure 

that the scenario generated on the simulation data is 

appropriate. Feature reduction is needed to explore data 
visually on data with high dimension. The 

multidimensional scaling (MDS) method will be used 
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to reduce the features of the simulated data with 300 

dimensions to three dimensions so that the data 

distribution in each class can be seen using a three-

dimensional plot. In general, MDS is a technique used 

to analyze data similarity using distances in geometric 

space.  

Figure 5 shows the results of data exploration using 

MDS. Different colours in the plot represent data from 

different classes. The results of data exploration in 

Figure 5(a) illustrate that the data with high centroid 
distances between classes are separated more clearly 

than when the distance is halved, as in Figure 5(b), and 

the distance is reduced by one-quarter, as in Figure 5(c). 

Data exploration shows that as a centroid distance 

between classes gets closer to each other, the separation 

between classes is less visible, as we can see in the 

three-dimensional plot. The data between classes piling 

up as the distance between classes gets closer. Hence, 

the classification becomes more difficult. 

 

  

Figure 5. Exploration of Simulated Data with MDS  

The relative accuracy test was calculated for the three 

scenarios. For high distances, the relative accuracy 

for nodesize 0.06n to 0.01n is 1. n is the number of train 

data used. The results show a value smaller than one for 

each nodesize setting at medium and low distances, as 

shown in Figure 6. From these results, the model 
produced by RF on the simulation data medium and low 

distance has the possibility of underfitting. Under these 

conditions, DRF can produce better accuracy than RF 

[15]. 

Next, we constructed CatBoost and DRF models for 

each scenario: high, medium, and low distances. So that 

three CatBoost models and three DRF models will be 

formed, representing each scenario. Then, we compared 

the model performance for each scenario based on the 

balanced accuracy, false positive rate, and IAM values.  

Table 6 shows the study results in each scenario and 

method. In the high-distance scenario, both models can 
make perfect predictions marked by a balanced 

accuracy value of 100% even though there is an 

imbalance in the data. This result is in line with our 

hypothesis, which, as the data is perfectly separated, 

even with a simple classification model, one could 

perform a perfect classification. Whereas in the 

medium-distance and low-distance scenarios, the 

average balanced accuracy of both models decreases. 

 
Figure 6. Relative Accuracy of Simulation Data  

In medium-distance scenarios, CatBoost produces a 
higher balanced accuracy than DRF. CatBoost's average 

balanced accuracy is 99.25%, while DRF’s is 97.54%. 

The false positive rate shows that DRF produces higher 

with 0.039% while CatBoost is 0.011%. The imbalance 

accuracy ratio (IAM) on both methods shows a positive 

value, which means, on average, both methods can 

make a higher correct prediction than the number it does 

not. CatBoost has a higher IAM value than DRF, which 

is 0.0348 in difference. 

Table  6. Average of Balanced Accuray, FPR, dan IAM  

Scenario BA (%) FPR (%) IAM 

High distance    

    CatBoost 100.00 0.000 1.000 

    DRF 100.00 0.000 1.000 

Medium distance    

    CatBoost 99.25 0.011 0.984 

    DRF 97.54 0.039 0.949 

Low distance    

    CatBoost 32.37 0.869 -0.444 

    DRF 23.97 1.434 -0.560 

In the low-distance scenario, the performance of both 

models drops significantly compared to high and 

medium distances. CatBoost produces a balanced 

accuracy of 32.37% and 23.977% with DRF. As the 
distance between classes getting close, the separation 

between classes becomes less visible; thus, 

classification is getting harder. The FPR value for both 

methods is also higher for DRF, which is 1.434%, while 

CatBoost is 0.869%. The IAM value for both methods 

shows a negative value indicating that the number of 

instances the classifier predicts incorrectly on average 

is higher than it predicts correctly, which means poor 

performance. 

Hypothesis testing was conducted in medium and low-

distance scenarios with our null hypothesis that both 

methods produce the same performance based on all 
metrics. The alternative hypothesis is that CatBoost's 

performance is different from DRF's. The p-value on 
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the t-test results in each scenario with each evaluation 

metric produces a value of 0.000 at α= 0.05. Based on 

these test results, there is sufficient evidence to state that 

the CatBoost method performs better than DRF in 

medium and low-distance multi-class simulation 

scenarios. In addition, simulation studies also show that 

the distance factor affects classification ability. Even 

though the data is imbalanced, classification can be 

done well when the data between classes have a high-

distance 

3.2 Empirical Study 

Text data are used for empirical study. Therefore, 

several steps are carried out before modeling. In Figure 

7, we show the step we use. We will first do cleaning, 

pre-processing and feature extraction based on the data. 

The result from feature extraction could later be used in 

the modeling phase. The cleaning stage is carried out to 

ensure that the data used does not contain noise. 

 

Figure 7. Text Data Analysis Procedure   

The preprocessing stage consists of (1) combining 

details from X1 (main activity description) and X2 
(main product description) for input in the model by 

concatenating. For example, X1: “PENYEDIAAN 

MINUMAN KELILING”, and X2: “POPICE”, the new 

details used as input are “PENYEDIAAN MINUMAN 

KELILING POPICE”. These results will enter stage 

(2) lowercasing, changing capital letters to non-capital. 

In this step, the input becomes: “sedia minum keliling 

popice”. Then go to stage (3), which is stopword 

removal by deleting certain words that appear 

frequently but do not give significant meanings. In 

Indonesian, those words such as “dan” or “di”. The last 

stage is (4) stemming to return the words to their 
primary form using the Sastrawi library in python. This 

process is done by removing affixes in the Indonesian 

language. The final input after the preprocessing stage 

becomes “sedia minum keliling popice”.  

After the preprocessing stage is complete, feature 

extraction will be done using TF-IDF to transform text 

data into numeric so that the analysis and modeling 

stages can be carried out. In empirical data, the relative 

accuracy test was also calculated and showed a relative 

accuracy < 1 for each nodesize setting, as in Figure 8.  

Determining hyperparameters is essential in building a 
machine-learning model [20]. In this study, 

hyperparameter tuning will be carried out using a grid 

search method. Using grid search, we will pre-

determined lists of hyperparameters to search for their 

best combinations. 

 
Figure 8. Relative Accuracy of Empirical Data  

For CatBoost hyperparameter tuning, we follow [21] 

without including the auto_class_weight parameter. 

Table 7 shows the hyperparameter and list value used 

on the grid search. In CatBoost, learning rates use 

internal adjustments, so the difference between tuned 
and not tuned is similar [22]. This hyperparameter 

tuning results are iterations: 1000, depth: 8, and 

l2_leaf_reg: 1.                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                      

Table 7. CatBoost Hyperparameter Tuning Value  

Parameter name  Values  Description 

depth 4, 5, 6, 7, 8 Control maximum 

depth of decision tree 

(6) 

l2_leaf_reg 1, 2, 3, 4, 5, 6, 7, 

8, 9, 10 

Coefficient of 

regularization term 

(3) 

n_estimators 100, 250, 500, 

1000 

Number of trees in 

the ensemble (1000) 

We also use hyperparameter tuning for DRF. Based on 

[15], Han et al. only use mtry for tuning DRF. In this 

study, we will try several parameters that have been 

tried on the RF, which shows the influence on the model 

[20]. The hyperparameters tested on DRF are presented 

in Table 8. The result of this hyperparameter tuning are 

mtry: 2√𝑝, nodesize: 2, and sampsize: 0.4n. 

Table 8. DRF hyperparameter tuning value  

Parameter name  Values  Description 

mtry √𝑝, 2√𝑝  Number of variables 

that randomly sample 

for candidate split 

(√𝑝) 

nodesize 1, 2, 3, 4, 5, 6, 7, 

8, 9, 10 

Minimum size of 

terminal nodes (1) 

sampsize 0.2n, 0.4n, 

0.632n, 0.7n, 

0.9n 

The number of 

observations that are 

drawn for each tree 

(0.632n) 

Model evaluation will be carried out using repeated 

stratified k-fold. Table 9 shows an average of evaluation 

metrics on each model. We use the best model from 

hyperparameter tuning for evaluation. Any other 

parameter that was not stated will be set by default. 

In the empirical study, the average balanced accuracy 

on CatBoost is higher than DRF, as presented in Table 

9. Balanced accuracy on CatBoost on test data is 

92.45%, while DRF is 88.18%. The FPR value on 

CatBoost is lower by 0.031% than DRF. At the same 
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time, the positive IAM values for both methods indicate 

the ability to carry out more correct classifications, with 

CatBoost having a higher IAM value. Based on these 

three measures, CatBoost and DRF were able to classify 

the KBLI group, with CatBoost outperforming DRF. 

Table 9. Average of Balanced Accuracy, FPR and IAM  

Method  BA (%) FPR (%) IAM 

CatBoost    

    Data train 98.25 0.031 0.954 

    Data test 92.45 0.194 0.807 

DRF    

    Data train 98,90 0,025 0.969 

    Data test 88.18 0,225 0.717 

A statistical test was then carried out to test the 

hypothesis that the difference in the value of the metrics 

was significant. We use the same test procedure as in 

the simulation data. The t-test yields a p-value = 0.000 

at α = 0.05, so there is sufficient evidence to state that 

CatBoost’s performance is significantly better than 

DRF’s based on the metrics. 

 

Figure 9. LIME Results on CatBoost Predictions 

We also conducted further interpretation from the result 

of CatBoost using the local model-agnostic method. A 

local model-agnostic method is a local interpretation 

method that explains prediction from individuals [23]. 

One of the implementations of local model-agnostic is 

using LIME. LIME is a method that can be used in 

individual interpretation of tabular data, text 

classification, and image classification. LIME can 

describe sparse data (lots of zero-value columns) using 
fewer variables [24]. Text data from basic vectorization 

such as TF-IDF will produce sparse data to apply this 

method. LIME [25] works by training local surrogate 

models to explain predictions from individual data. 

Interpretation or explanation of the CatBoost model on 

individual data carried out using sample data. In Figure 

9, the company with the input description “selling satay 

padang, satay padang, grilled meatballs” (“jual sate 

padang tenda sate padang baksor bakar”) can be 

predicted correctly at KBLI 56103 (diner (kedai 

makan)). The prediction probability shows the 

predicted probability for every class. The results of the 

local explanation show that “tent” (tenda) and “sell” 

(jual) features contribute the most to this prediction.  

4.  Conclusion 

The simulation study results show that the distance 

factor between classes affects the predictive ability of 

the two models—the farther the distance between 

classes, the better the model performance. CatBoost and 

DRF can produce perfect predictions in high-range 

scenarios when the classes are adequately separated, 

even though there is imbalanced data. Both methods can 
be said to have the same good performance in high-

distance scenarios. However, the closer the distance 

between classes, the performance of both models 

decreases. Although the relative accuracy test shows 

that the DRF model can produce better accuracy than 

RF, CatBoost's balanced accuracy is significantly better 

than DRF in medium and low-distance scenarios. The 

application of CatBoost and DRF to the empirical data 

from the KBLI text shows good performance, with 

CatBoost's balanced accuracy on the test data of 92.45% 

and DRF of 88.18%. CatBoost's performance on 
empirical data significantly surpasses DRF. 

Furthermore, the use of CatBoost and DRF in other 

datasets could be studied with more extensive 

hyperparameter tuning 
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