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Abstract  

Inclusive student education has become one of the most important agendas for UNESCO and the Indonesian government. 

Developing inclusive children's education is critical to adjust their abilities while attending school. However, most parents and 

educators who assist students in selecting their future secondary school after finishing primary school are frequently not aware 

of their genuine ability. The problem is mainly because the decision is not based on objective assessments like IQ, average and 

mental scores. In this study, we aims to create a school-type decision support system using data mining as a factor analytic 

approach in extracting rules for the knowledge model. The system uses some variables as the basic principles for building 

school-type classification rules using the ID3 decision tree method. This system can also assist educators in making decisions 

based on existing graduate data. Evaluation showed that the proposed system produced an accuracy of 90% by allocating 75% 

of data for training and 25% for testing. The accuracy value from evaluation phase stated that the ID3 Decision tree algorithm 

have a good peformance. This system also can dynamically create new decision trees based on newly added datasets. Further 

research is expected to have more variable and more dynamic system that can have more accurate result for the inclusive 

student classification of secondary school. 
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1. Introduction  

Inclusive education for children with special needs is a 

specific service provided to students with special needs 

due to the implementation of Article 31, paragraph 1 of 

the 1945 Constitution and Law Number 20 of 2003 

Concerning the National Education System. In the 

2020/2021 school year, the number of children with 

special needs enrolled in special schools (SLB) reached 

144,621. One approach to helping students stay in their 

special education is a stronger foundation of content 

knowledge, academic skills, and non-cognitive skills. 

Unfortunately, most of the schools are not ready to 

provide adequate infrastructure and environmental 

conditions for them, and the community surrounding 

the school cannot create a welcoming environment for 

these children. There is not even a proper profiling of 

students in most schools to determine student 

knowledge from the school database. [1]–[4]. Then, the 

requirements of a suitable learning environment, as well 

as teachers who focus on children with special needs in 

learning and actively invite them to have a more 

positive influence on inclusive child brain development 

and cause the child to hone their abilities to the 

fullest[4]. In other country like Philippines, 265,000 

people with disabilities in the Philippines did not 

continue their education[5]. In China, the government 

is paying more attention to inclusive children by 

training more professional teachers/educators. The 

Chinese government has used this successfully, with 

around 63.19% of inclusive children receiving higher 

and further education [5], [6]. 

Education development for inclusive children is critical 

in adjusting the child's talents, interests, and abilities 

while attending school. The classification is subjective 

from the parent's point of view and does not objectively 

view the factors that influence the development of their 

talents. This would cause the student not meet the best 

education properly[4], [7]. Based on data from the 

Indonesian Ministry of Education and Culture [8] there 

has been an increase in inclusive dropout students from 

the 2017/2018 school year to 2020/2021 in the East Java 

region where we conduct the research as shown in  

Figure 1. The reason for the high number of inclusive 

primary school students who do not continue their 

education is the lack of parental concern for handling 

ABK (47.27%). Followed by, parents' lack of 
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understanding about ABK (41.21%), parents feel 

embarrassed so they want their children to go to public 

schools (3.64%), tolerance from parents of regular 

students towards ABK is lacking (3.64%), parents are 

illiterate (2, 42%), parents are impatient with ABK 

(1.21%), and single parenting (0.61%) [9]. Based on the 

abovementioned issues, a software system that can 

provide solutions for the secondary school appropriate 

for the child is highly required to assist parents and 

teachers/educators in determining the best decisions for 

children based on their abilities and talents 

demonstrated in primary school. 

 

Figure 1. Dropout Inclusive Student

There are several algorithms that can be used for 

classification, but many studies have shown that the ID3 

algorithm has the advantage of being able to provide a 

high level of accuracy. For the example, research 

conducted by Mahendra Putra et al. focused on the 

classification system for beneficiaries of bidikmisi 

assistance using the ID3 algorithm, with an accuracy 

rate of 98.3%[10]. Another study using the ID3 

algorithm by Fiarni C. et al. to choose an information 

system sub-major showed an accuracy rate of 70% [11]. 

Another study by Wiyono S. et al.[12], highlighted 

comparing the Decision tree, KNN, and SVM for 

predicting student performance data. It showed that 

decision tree algorithms performed better, with an 

accuracy of 92% for predicting the data. The fourth 

study by Aldino A. and Sulistiani H [13], classified 

tuition aid grant programs using decision trees have an 

87% accuracy of the model knowledge. Meanwhile, 

Bansod et al. proved that the decision tree and naïve 

bayes have a high accuracy for predicting the child 

development compare to the others. Which, ID3 

decision tree has more high accuracy in 85% and naïve 

bayes just 57% [14]. A different research topic 

conducted by sifaunajah et al. tested the ID3 algorithm 

in dealing with datasets of prospective students with a 

predicted value of 82% [15]. Others research conducted 

by Fadillah Rahman et al. stated that ID3 algorithm 

have a high accuracy value in 96% to predict recipient 

of social assistance [16]. 

Many studies on the child/student development have 

been conducted in recent years. However, research on 

the classification of secondary school for inclusive 

children that utilize machine learning with ID3 

algorithm in the form of website application or decision 

support system has not been found in Indonesia. Several 

studies by researchers showed that the ID3 algorithm is 

a reliable and stable method because it can produce 

research with the highest predictive accuracy of other 

classification algorithms with a small amount of data. 

This research compared the validity and accuracy of the 

proposed system with other methods such as C4.5, 

Naïve Bayes, KNN (K-Nearest Neighbour), and SVM 

(Support Vector Machine) algorithms to make sure that 

the proposed system has high accuracy. Based on that 

background, researchers developed a decision support 

system website for assisting inclusive primary school 

students in deciding their future secondary school level 

using adaptive ID3 algorithm. This adaptive ID3 

algorithm can change rules according to the 

conditions/data loaded into the application. So, the rules 

that are created will follow the conditions of the 

educational environment that can change, especially in 

terms of determination the secondary school. The study 

result can be considered an assistive technology to 

support parents and inclusive students to make the best 

possible decisions for their future school.  

2. Research Methods 

To achieve the objectives, we employed research stages 

as shown in Figure 2. It comprises of six stages 

including business understanding, data understanding, 

data preparation, modeling, evaluation, and system 

deployment. 

2.1 Data Identification 

The data identification process is collecting data from 

observations and interviews as well as literature studies. 

The researcher conducted this data collection stage 

using data provided by teachers in inclusive schools in 

Surabaya city. Utilizing this information we label the 

data into two groups, i.e., SMP/Inclusive School and 

special school /SLB. The data will be used in the data 

mining process to build a system knowledge model. The 
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process of extracting and identifying helpful 

information and related knowledge from databases by 

employing statistics, mathematics, artificial 

intelligence, and machine learning techniques is known 

as data mining [17]–[19].  

Figure 2. Research Method 

The primary goal of data mining is to find patterns in 

the data in the system so that previously unseen 

information/patterns can be obtained [19]–[21]. From 

the data identification activity, 6 attributes contribute to 

the decision-making for selecting the secondary school, 

as in Error! Not a valid bookmark self-reference.. 

Table 1. Data Attributes 

No Variable Data Type 

1 IQ Numeric 

2 Grades Numeric 

3 Active Category: 
Bad 

Good 

Very Good 
4 Discipline Category: 

Bad 

Good 
Very Good 

5 Cooperation Category: 

Bad 
Good 

Very Good 

6 Disability Category: 

No Variable Data Type 

Physical 
Mental 

Academic 

7 Type of School Category: 
SMP / Inclusive School 

SLB / Special School 

2.2 Data Collection 

The researcher conducted this stage of data collection 

by using data provided by one of inclusive school in 

Surabaya city and conducting an interview with the 

Special Guidance Teacher of inclusive student, which 

includes an explanation which the label of the 

classification divided into two group which is 

SMP/Inclusive School and special school /SLB.  

The amount of the inclusive student that become our 

data process is 39 students. From that data there are 9 

record data with Special school class type and 30 record 

with Inclusive school class type. The data is presented 

in 

Table 2. 

Table 2. Data Training 

No IQ Grade Active Discipline Cooperation Disability School 

1 65 <75 Good Good Good Mental SMP 

2 79 >=75 Very 

Good 

Good Bad Academic SMP 

3 65 <75 Bad Very Good Bad Academic SLB 

n ..n ..n ..n ..n ..n ..n ..n 

39 69 >=75 Very 

Good 

Good Bad Academic SMP 

2.3. Data Cleaning 

Data cleaning was performed to improve the quality of 

the data. In this study, data cleaning included deleting 

duplicate data, data anomalies, or abnormal data and 

deleting data attributes that were not relevant in 

describing student school patterns. 

2.4 Modelling 

The decision tree method is one of many classification 

methods for building a predicting system [22]–[24]. 

The decision tree method converts a large number of 

facts into a decision tree that represents the rules. The 

rules that are developed must be simple to understand 

in everyday language. A decision tree is a structure that 

can be used to divide large data sets into smaller sets of 
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records by enforcing a set of decision rules developed 

during calculations [25]. The attribute specifies the 

parameters that will be used to create the tree. The 

decision tree process converts data (tables) into tree 

models, then tree models into rules, and the final rules 

are simplified. A decision tree can be built using a 

variety of algorithms, including ID3, CART, and C4.5. 

The C4.5 algorithm evolved from the ID3 algorithm 

[26], [27]. 

A decision tree is a structure that can help people apply 

a set of decision rules developed during calculations 

[28]. The highest attribute value is used during 

calculations to select an attribute as root [29]. The first 

formula used to calculate the highest value in root 

finding is to find the entropy value, as shown in 

Formula 1. 

𝐻 (𝑠) =  ∑ − 𝑃𝑗 ∗ 𝑙𝑜𝑔2 𝑃𝑗
𝑘
𝑗=1              (1) 

Where H (s) is the entropy of each case set,  k is the total 

number partition of H (s), Pj is the proportion of Si to S,  

S is the total sample, and Si is the total sample data for 

specific criteria. 

𝑃𝑗 =  
𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑙𝑎𝑠𝑠 𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒 𝑑𝑎𝑡𝑎 𝑆𝑖

𝑡ℎ𝑒 𝑡𝑜𝑡𝑎𝑙 𝑎𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒 𝑑𝑎𝑡𝑎
 

Then calculate Gain value as shown in Formula 2. 

𝐺𝑎𝑖𝑛 (𝑆, 𝐴) = 𝐻 (𝑆) − ∑ 𝑃𝑡 ∗ 𝐻(𝑡)𝑛
𝑖=1                      (2) 

Whetre A is the gain of each case set on every attribute,  

n is the total number partition, H (t) is the entropy of the 

attribute data. 

𝑃𝑡 =  
𝑡ℎ𝑒 𝑡𝑜𝑡𝑎𝑙 𝑎𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒 𝑑𝑎𝑡𝑎

𝑡ℎ𝑒 𝑡𝑜𝑡𝑎𝑙 𝑎𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝑑𝑎𝑡𝑎
 

There is flowchart that conclude all the steps that our 

program used to make classification rule from retrieve 

the data until the decision tree was made. The flowchart 

of calculate the ID3 can be seen in Figure 3. 

 

Figure 3. Flowchart Calculate the ID3 Algorithm

2.5 Evaluation 

At this point, the researcher used a confusion matrix to 

evaluate the decision support system's performance in 

classifying the secondary school for inclusive students. 

Accuracy, precision, and recall can be used to evaluate 

the performance of decision support systems [30]. 

Precision is calculated by dividing the optimistic 

accurate class predictions by the overall positive class 

predictions. Then, recall is calculated by dividing the 

total TP and FN by the actual positive. Finally, accuracy 

is the ratio of correct and incorrect predictions to total 

data. The researcher calculated the accuracy of the 

algorithm used for school classification based on the 

Confusion Matrix table researcher created in Table 3. 

Table 3. Confussion Matrix 

Predict Actual 

True False 

True True Positive (TP) False Negative (FN) 

False False Positive (FP) True Negative (TN) 

 

The success rate of the predicted value with the actual 

value is the test method with accuracy. Accounting is 

the sum of all negative and positive data values divided 

by the sum of all actual data values. The accuracy 

formula is Formula 3. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 𝑥 100%             (3) 

Precision is a measure that indicates the extent to which 

a classification system, under stable conditions, obtains 

the same results when there are repetitions. Precision is 

determined using the f precision calculation in Formula 

4. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
 𝑥 100%              (4) 
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The recall is the test's ability to identify the ratio of 

optimistic outcome predictions from several truly 

positive data. The recall is determined using the recall 

calculation in Formula 5. 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
 𝑥 100%              (5) 

2.6 Deployment 

During the deployment stage, the evaluated and refined 

application will be implemented to classify the 

secondary school for children with special needs from 

elementary/primary school graduates based on 

influential attributes.  

There will be some interface of the system that 

researchers will raise to provide an idea of how the 

application's shape will be. 

3.  Results and Discussions  

3.1 ID3 Method Calculation Process 

The following is an example of manual calculations 

using the same training data as the applications and 

objects we studied. The amount of initial data is 39 data 

and a split ratio of 75:25 is carried out, where 75% of 

all initial data will be used as training. The entropy 

calculation formula can be seen in Formula 1 and the 

gain calculation formula in Formula 2.  The data that 

use for calculation can be seen in Table 4.

Table 4. Case Examples Calculation of ID3 

No Attribute Value Total 

Case 

SMP / 

Inclusive 

Class 

SLB / 

Special 

Class 

Calculation Example 

𝑻𝒐𝒕𝒂𝒍 𝑬𝒏𝒕𝒓𝒐𝒑𝒚 = (− (
𝟐𝟏

𝟐𝟗
) 𝒙 𝐥𝐨𝐠𝟐

𝟐𝟏

𝟐𝟗
) + (− (

𝟖

𝟐𝟗
) 𝒙 𝐥𝐨𝐠𝟐

𝟖

𝟐𝟗
)

= 𝟎, 𝟖𝟓 

𝑬𝒏𝒕𝒓𝒐𝒑𝒚 𝑰𝑸 < 𝟕𝟓 = (− (
𝟏𝟐

𝟐𝟎
) 𝒙 𝐥𝐨𝐠𝟐

𝟏𝟐

𝟐𝟎
)

+ (− (
𝟖

𝟐𝟎
) 𝒙 𝐥𝐨𝐠𝟐

𝟖

𝟐𝟎
) = 𝟎, 𝟗𝟕𝟏 

𝑬𝒏𝒕𝒓𝒐𝒑𝒚 𝑰𝑸 ≥ 𝟕𝟓 = (− (
𝟗

𝟗
) 𝒙 𝐥𝐨𝐠𝟐

𝟗

𝟗
) + (− (

𝟎

𝟗
) 𝒙 𝐥𝐨𝐠𝟐

𝟎

𝟗
) = 𝟎 

𝑬𝒏𝒕𝒓𝒐𝒑𝒚 𝑫𝒊𝒔𝒄𝒊𝒑𝒍𝒊𝒏𝒆 𝑩𝑨𝑫 

= (− (
𝟒

𝟏𝟏
) 𝒙 𝐥𝐨𝐠𝟐

𝟒

𝟏𝟏
)

+ (− (
𝟕

𝟏𝟏
) 𝒙 𝐥𝐨𝐠𝟐

𝟕

𝟏𝟏
) = 𝟎, 𝟗𝟒𝟔 

𝑬𝒏𝒕𝒓𝒐𝒑𝒚 𝑫𝒊𝒔𝒄𝒊𝒑𝒍𝒊𝒏𝒆 𝑮𝑶𝑶𝑫

= (− (
𝟏𝟏

𝟏𝟐
) 𝒙 𝐥𝐨𝐠𝟐

𝟏𝟏

𝟏𝟐
)

+ (− (
𝟏

𝟏𝟐
) 𝒙 𝐥𝐨𝐠𝟐

𝟏

𝟏𝟐
) = 𝟎, 𝟒𝟏𝟒 

𝑬𝒏𝒕𝒓𝒐𝒑𝒚 𝑫𝒊𝒔𝒄𝒊𝒑𝒍𝒊𝒏𝒆 𝑽𝑬𝑹𝒀 𝑮𝑶𝑶𝑫

= (− (
𝟔

𝟔
) 𝒙 𝐥𝐨𝐠𝟐

𝟔

𝟔
) + (− (

𝟎

𝟔
) 𝒙 𝐥𝐨𝐠𝟐

𝟎

𝟔
)

= 𝟎 

1 Total 
 

29 21 8 
2 IQ 

    
  

<75 20 12 8   
>=75 9 9 0 

3 Grades 
    

  
<75 11 7 4   
>=75 18 14 4 

4 Active 
    

  
Bad 11 6 5   
Good 13 10 3   
Very Good 5 5 0 

5 Discipline 
    

  
Bad 11 4 7   
Good 12 11 1   
Very Good 6 6 0 

6 Cooperation 
    

  
Bad 9 4 5   
Good 13 10 3   
Very Good 7 7 0 

7 Disability 
    

Calculate Gain 

𝐺𝑎𝑖𝑛 𝐼𝑄 = (0,85 − ((
20

29
)  𝑥 0,971) + ((

9

29
) 𝑥 0) = 0,18 

𝐺𝑎𝑖𝑛 𝐷𝑖𝑠𝑐𝑖𝑝𝑙𝑖𝑛𝑒 = ( 0,85 − ((
11

29
)  𝑥 0,946) + ((

12

29
) 𝑥 0,414)

+ ((
6

29
)  𝑥 0) ) = 0,319 

  
Pyshical 0 0 0   
Mental 14 9 5   
Academic 15 12 3 

From that calculation the discipline attribute will be 

chosen to become the branch of decision tree. This 

process will always happen until there are no more case 

from one of the class. After that basically each of 

attribute will be have their own branch depending how 

much the value of the attributes. In this study we limit 

the value of each attribute just 3 so the rule model 

knowledge has more accuracy and can represent every 

type of training data that exists. 

3.2 Use Case System 

Each user has different interactions in the system. An 

example function for the parents is adding student 

competencies and looking for recommendations for the 

secondary school that follows the values and 

competencies of their inclusive children. The function 

for the teachers is the dashboard system that displays 

information in the form of comparisons between 

inclusive students with different types of school results, 

comparisons of each variable value that impact the 

model knowledge, and the classification status of every 

inclusive child. The proposed system usecase system 

explained in this study is shown in Figure 4. 

3.3 System Interface 
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The users of this proposed system are teachers and their 

parents. They each have some access to the proposed 

system's features, with the inclusive student teacher 

having 8 system features and student parents having 3 

system features. The proposed system's interface design 

is the next step in system development. The process of 

defining how the system will interact with the user so 

that the user understands how the decision support 

system works is known as the system interface. The 

system has a dashboard with some charts describing the 

classification information. As shown in Error! 

Reference source not found., this can add information 

for teachers to know the actual situation in the field.  

 

Figure 4. Use Case Diagram

This dashboard contains information, including a bar 

chart with comparative data between inclusive students 

that enter SLB/Special Schools and SMP/inclusive 

schools. If the user selects the detail data button, the 

system will display the student data, such as names and 

other information, based on the user's choices.Then 

there is a bar chart showing every inclusive student's 

classification status. Finally, six pie charts contain 

information about comparing each value in the six 

variables used in the decision support system's 

knowledge model. The classification process with ID3 

begins with an automatic calculation of ID3 by the 

program we created by taking the training data we have 

prepared. Admin can just go to the “Perhitungan 

Decision Tree” menu to start the automatic calculation.  

Figure 5. Dashboard System 1 
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Figure 5. The ID3 Calculation Page (a) 

 

Figure 6. The ID3 Calculation Page (b) 

The example of the entropy and gain calculation page 

for each attribute to create a rule tree, can be seen at 

Figure 5 and Figure 6. The decision tree and rules 

obtained by the system by calculating the existing 

training data as the knowledge base of the decision 

support system for selecting the secondary school for 

children with special needs are depicted in Figure 7 and 

Figure 8. The data set consists of 39 distinct and unique 

datasets separated into two, 75% for the training set and 

25% for the testing set. The system will compute the 

entropy and gain values automatically.  

After obtaining the highest gain value from the 

attribute, that attribute will be the first node.The system 

will calculate all the attributes again from the 

beginning, ignoring the attribute previously that have 

been a node leaf. When no attributes can be calculated, 

the system will return the decision tree rule result shown 



 Rizal Prabaswara, Julianto Lemantara, Jusak Jusak 

Jurnal RESTI (Rekayasa Sistem dan Teknologi Informasi) Vol. 7 No. 5 (2023)  

DOI: https://doi.org/10.29207/resti.v7i5.5081 

Creative Commons Attribution 4.0 International License (CC BY 4.0) 

1016 

 

 

in Figure 7 and Figure 8. Figure 89 is the decision tree's 

result if the dataset changes. 

After completing the rules of the knowledge model used 

for classification, the user can go to the classification 

menu and enter the included student data which will be 

classified according to the data entered by the user. The 

data that have user to be inserted into the program is 

consist of 6 attribute that each attribute have their own 

value to represent the condition that similar to the 

inclusive student. The data entry page is shown in 

Error! Reference source not found..  

 

Figure 7. Decision Tree Rule for First Dataset (39 data) 

 

Figure 8. Decision Tree Rule for Second Training Set (55 data) 

 

Figure 10. The Classification Page 

After entering the student details, the user clicks on the 

“Classify” button and the system automatically matches 

the rules with the entered data and presents the user with 

the best recommendations shown in Figure 9. 

 

Figure 9. The Result Recommendation Page 

The decision support system showed a 90.00% 

accuracy for the 39 datasets, with good precision and 

recall value for each label. Especially when using the 

RapidMiner application's calculation like that stated in 

Table 5. Based on these findings, it is possible to 

conclude that the system developed can make accurate 

recommendations. 

Table 5. Classification accuracy result with Rapidminer using ID3 

Class Accuracy Precision Recall 

SMP 
90.00% 

100.00% 88.89% 
SLB 50.00% 100.00% 

3.4 Comparison with other methods 

In addition to the ID3 algorithm, this study employs 

four other classification machine learning methods to 

compare their levels of accuracy and validity to the ID3 

algorithm. The four methods used for comparison are 

the C4.5 algorithm, Naive Bayes, KNN (K-Nearest 

Neighbours), and SVM (Support Vector Machine). For 

a comparison of the ID3 algorithm and the other 4 

methods commonly used in machine learning 

classification, as described in Table 6 and Table 77 . 

Table 6 shows the initial data's accuracy, precision, and 

recall (39 data). Furthermore, Table 7 shows the 

accuracy, precision, and recall of the changing value 

data (55 data). 

Table 6. Algorithm Comparison for 39 data 

Algorithm Accuracy % 
Precision % 
(SMP/SLB) 

Recall % 
(SMP/SLB) 

ID3 90.00 100.00 

50.00 

88.89 

100.00 

C4.5 90.00 100.00 
50.00 

88.89 
100.00 

Naïve Bayes 100.00 100.00 

100.00 

100.00 

100.00 
KNN 90.00 90.00 

0.00 

100.00 

0.00 

SVM 100.00 100.00 
100.00 

100.00 
100.00 

Table 7. Algorithm comparison for 55 data 

Algorithm Accuracy 

% 

Precision % 

(SMP/SLB) 

Recall % 

(SMP/SLB) 

ID3 100.00 100.00 100.00 
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Algorithm Accuracy 

% 

Precision % 

(SMP/SLB) 

Recall % 

(SMP/SLB) 

100.00 100.00 

C4.5 85.71 100.00 

50.00 

83.33 

100.00 
Naïve Bayes 100.00 100.00 

100.00 

100.00 

100.00 

KNN 100.00 100.00 
100.00 

100.00 
100.00 

SVM 100.00 100.00 

100.00 

100.00 

100.00 

As shown in the two comparison Table 6 and 7, the ID3 

algorithm has consistent accuracy, precision, and recall 

values that tend to increase even as the data 

changes/increases. However, the accuracy value of the 

Naïve Bayes and SVM methods must be admitted to be 

relatively high. The KNN method, based on the results, 

has an increased accuracy value even when the data 

changes. The C4.5 method does not have high accuracy 

compared with other methods. Another downside for 

the C4.5 is that the accuracy results are slightly 

decreased compared to when using the initial data, so 

there is a possibility that it will decrease again if more 

data is added, causing instability despite the high 

accuracy. The comparison can also be seen at Figure 

102. 

 

Figure 10. Accuracy comparison between each algorithm 

Other comparison for precision and recall value from 

each algorithm is depicted in Figure 11 and Figure 124. 

From the comparison we can get information that the 

best algorithm that fits the research is Naïve Bayes. 

However, the ID3 algorithm and the SVM algorithm are 

also suitable because based on the graphs, the two 

algorithms produce positive values and are not much 

different from the values generated by the Naïve Bayes 

algorithm. This result is in line with the results of 

research conducted by Wiyono et al. [12] ,Bansod et al. 

[14], and Fitrianah et al. [31] where in their research 

they also revealed that ID3 (Decision Tree) and Naïve 

Bayes scores tended to be superior to the others. 

Information can be taken that the id3 algorithm does 

have a high level of accuracy when used in the data 

mining classification process. 

 

Figure 11. Precision comparison between each algorithm 

 

Figure 12.  Recall comparison between each algorithm 

Furthermore, the system automatically creates and 

calculates decision trees, making it simple even for non-

technologists like primary school teachers. After 

cleaning and modification by the system, the new 

rule/decision tree can be used directly by the user for 

classification. Even when the decision tree changes, the 

system's accuracy is relatively reasonable and can be 

used as a benchmark for classifying. This accuracy may 

not be as high as the many studies mentioned in the 

introduction, where some studies can achieve more than 

90% accuracy. However, this system provides 

flexibility and some good functionality for 

classification, as well as a high accuracy for updated 

data. This system also uses the ID3 algorithm that can 

adapt to new incoming data by simply changing the 

existing decision tree and still have a high accuracy 

compared to the other methods. 
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4.  Conclusion 

In this study, we created program that have knowledge 

system to classify by extracting the existing primary 

inclusive student data on ability and academic history 

to assist inclusive students selecting secondary level 

school, In this study, we trained 39 data set which 

include records of cognitive, affective, and 

psychomotor in the form of academic history. Our 

evaluation showed the proposed academic decision 

support system produced an accuracy of 90.00%. In 

terms of precision and recall, our evaluation is able to 

provide 100% precision and 88.89% recall for the 

normal school class/inclusive class, while for the 

special school it can provide only 50% precision and 

100% recall. Therefore, to improve the overall results, 

we trained the system using 55 data set. With this 

amount of data, it shows the system is able to provide 

precision 100% and recall 100% for both cases. 

This study is another critical step toward expanding 

research in the field of academic data mining. Our goal 

and hope are that this work can be used as a model for 

future research in other fields of educational data 

mining. Furthermore, the decision support system 

application can be improved to be more dynamic. It is 

hopes that this research can be use as reference to 

provide better classification in data mining algorithm 

especially in the aspect of education for the inclusive 

children. 
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