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Abstract  

In Balinese culture, the ability to read Balinese script is one of the challenges young generations face. Advances in machine 

learning have proposed handwriting detection systems using both traditional and deep learning models. However, the 

traditional approach is usually impractical and is prone to inaccurate identification results. Convolutional Neural Network 

(CNN)-based models integrate feature extraction and classification into an end-to-end pipeline to increase performance. This 

research proposes that recognizing characters through an object detection approach makes an end-to-end process of localizing 

and classifying several characters simultaneously using the Faster R-CNN. Four CNN models, including ResNet-50, ResNet-

101, ResNet-152, and Inception ResNet V2 were tested to detect 28 Balinese characters in a single form covering 18 consonants 

and 10 digits using Intersection over Union (IoU) thresholds: 0.5 and 0.75. ResNet-50 and Inception ResNet V2 achieve 0.991 

mAP at IoU of 0.5, while Inception ResNet V2 excels at IoU of 0.75. Further analysis showed that class “nol” had the lowest 

Recall due to many undetected ground truths. Meanwhile, class “ba” had the lowest Precision due to its similarity with classes 

“ga” and “nga”. This research contributes to experimenting with Faster R-CNN in detecting handwritten Balinese scripts. 

Keywords: balinese script; faster R-CNN; handwriting

1. Introduction  

Indonesia is home to diverse ethnic groups with unique 

cultures and traditions. However, this diversity is 

threatened by globalization because foreign cultures are 

considered more exciting or more unique and practical 

[1]. As in Balinese culture, while the Balinese language 

is still used for communication, using Balinese script in 

writing is becoming less common [2]. As a result, the 

ability to read Balinese script is one of the challenges 

young generations face [3]. The Balinese script is based 

on the Brahmi script and has two forms: a holy script 

used in religious rituals and a standard script used for 

daily writing and literary works [4], [5].  It contains over 

a hundred glyphs, including consonants, vowels, 

conjunct forms of consonants, digits, punctuation, and 

additional symbols for special consonants and musical 

notations [2]. An example of the consonant and numeric 

characters can be seen in Figure 1, typed using the 

Simbar Dwijendra font. 

As a handwritten document, the Balinese script has 

various styles that writers use to write the different 

forms of glyphs. The length of the strokes, height, and 

width of a glyph can influence this difference. As a 

result, the same glyphs may appear vastly different from 

others. The problem of interclass similarity is also 

frequently encountered in Balinese script, as the shape 

of one glyph can be similar to another, with some parts 

being the same as those of another [4]. Recognizing 

handwritten characters is a subset of Optical Character 

Recognition (OCR) focus research. 

Optical Character Recognition (OCR) is the field that 

deals with collecting and locating characters in paper 

files, photos, touch-display devices, and other media, 

then converting them into a device-encoded form [6]. 

 

Figure 1. Balinese Numeric and Consonant Characters 

OCR is divided into two categories: Handwritten 

Character Recognition (HCR) focuses on recognizing 

handwritten text, and Printed Character Recognition 
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(PCR) focuses on recognizing printed text. HCR is 

considered more challenging than PCR due to the 

greater variety of handwriting styles compared to fonts 

[6]. HCR is subdivided into two categories: Online 

Recognition captures data for each line written by the 

user in real-time, and Offline Recognition only captures 

the result of the writing and thus is more difficult due to 

having fewer features [6]. This research is focused on 

offline handwriting recognition. Another research has 

explored online HCR and PCR discussed in [7] and [8]. 

Research [4] utilized Neighborhood Pixel Weight-

Kirsch (NPW-Kirsch) and Histogram of Gradient 

(HoG) for extracting Balinese script handwriting 

features on lontar images. The classification using the 

K-Nearest Neighbor (KNN) and Neural Network (NN) 

models was employed. They experimented with a 

combination of feature extraction, different KNN 

neighbour distance calculations, and the number of 

hidden layers of the neural network. However, for 

detecting scripts, these traditional approaches are 

impractical due to the several stages to undergo and 

usually result in a low detection accuracy level; For 

instance, KNN using Euclidean calculation and 

HoG+NPW-kirsch combination feature extraction 

achieved an optimal accuracy of 44.88% [4].  

Research [2] utilized a Gabor filter consisting of 64 

filters and 7 zoning methods with a 10-pixel width to 

extract features from Balinese script handwriting on a 

lontar image resulting in 4,992 dimensions as the final 

feature. A single hidden neural network with 100, 200, 

and 300 neurons was employed to classify the features. 

The optimal result is 200 neurons with a training set 

accuracy of 97.20%, and the test set accuracy was 

71.91%. 

Research [3] utilized Image Centroid Zone (ICZ), Zone 

Centroid Zone (ZCZ), and Freeman Chain Code (CC) 

for extracting Balinese script handwriting features on 

paper images. The resulting features were classified 

using the Support Vector Machine (SVM). 

Experimenting with different kernel and feature 

extractor combinations. The optimal combination was 

ICZ, ZCZ, and CC feature extraction with linear kernels 

SVM, yielding an accuracy of 89.09%. 

Research [9] utilized CNN with a residual network to 

classify Balinese script on lontar images. The authors 

experimented with different image sizes and 

transformed images, comparing their results to those of 

previous research. They achieved their best 

performance on a transformed black-and-white dataset 

with a size of 28×28, resulting in an accuracy of 

83.47% and an F1 score of 86.80%. These results 

surpassed those of previous studies, leading the authors 

to conclude that using residual blocks positively 

impacts classification performance. 

Traditional models require several stages: 

preprocessing, segmentation, feature extraction, and 

classification [3]. Convolutional Neural Network 

(CNN)-based models integrate feature extraction and 

classification stages into an end-to-end processing 

pipeline to increase performance as shown in [10], CNN 

outperforms traditional methods for numeric 

handwriting detection. Recognizing characters through 

an object detection approach with deep learning 

architecture makes the processing stages end-to-end in 

simultaneously localizing and classifying several 

characters. This ability was not possessed by other 

previous studies that apply traditional models. The 

Balinese script detection model in previous studies was 

considered less effective because the process of 

recognizing characters was carried out individually, 

requiring high computational costs, but with a high risk 

of low accuracy. Faster Region Convolutional Neural 

Network (Faster R-CNN) is an object detection method 

that has been successfully applied to the recognition of 

various types of handwriting, including kanji characters 

[11], digits [12], signatures [13], and text [14]. 

Previous research in [11]–[14] has shown that the Faster 

R-CNN model performs well in detecting handwriting. 

However, its performance in detecting Balinese script 

handwriting remains unknown until this research is 

conducted. This research proposes a method for 

detecting Balinese script handwriting on paper using a 

Faster R-CNN model. Four backbone CNN 

architectures using residual block were tested, namely: 

ResNet-50, ResNet-101, ResNet-152, and Inception 

ResNet V2, to detect 28 Balinese handwriting 

characters, including 18 consonants and 10 digits in a 

single form. Additionally, experiments were conducted 

using two different Intersection over Union (IoU) 

thresholds of 0.5 and 0.75 to assess the model’s 

performance in the restricted IoU threshold. 

This research contributes to experimenting with Faster 

R-CNN in detecting handwritten Balinese scripts. The 

proposed model integrates segmentation, feature 

extraction, and classification stages into an end-to-end 

pipeline to localize and classify multiple characters 

simultaneously. 

2. Research Methods 

As shown in Figure 2, the study followed a systematic 

approach that included several steps: manually 

gathering data and then preprocessing, including 

annotating, resizing, and splitting. After preprocessing 

the data, we augmented training data by generating new 

samples using data augmentation techniques, including 

rotating, changing image saturation, blurring, and 

noising. Finally, augmented data was used to train the 

model and will be evaluated using a test dataset with a 

different writer from the training dataset. 
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Figure 2. Flowchart of Research Methodology 

2.1 Dataset 

The research team collected the dataset used in this 

research, comprising 28 classes covering 18 consonants 

and 10 digits with a total of 253 data gathered from 25 

native Balinese who have learned Balinese script 

writing through formal education. The respondents 

captured images using their mobile phone cameras, 

which the research team processed and annotated. 

However, the dataset has not yet been made public. 

Figure 3 presents a sample image from the dataset. 

 

Figure 3 An Example of the Dataset 

2.2 Data Preprocessing 

Data preprocessing is a crucial step in any machine 

learning project because, in this step, the data will be 

processed so that it can become input for the model. In 

this study, we performed several steps as part of the data 

preprocessing. First, we annotated the images to label 

the consonants and numbers in each image. This 

annotation is necessary to ensure that the model can 

accurately recognize and classify the characters in the 

images. Next, all images were resized to 640×640 to 

ensure consistent input data. Finally, the dataset is split 

into training and test sets, with 70% of the data used for 

training and 30% for testing. The test set respondents 

are distinct from those in the training set to ensure the 

model can generalize well to unseen writing styles. This 

division resulted in a training set of 177 data and a test 

set of 76 data. 

2.3 Data Augmentation 

To increase the diversity and quantity of the training 

dataset, we performed data augmentation techniques on 

the processed training dataset. The techniques used in 

this study include rotating the image by -5 to 5 degrees, 

changing the image saturation by -15% to 15%, blurring 

the pixels up to 1 pixel, and adding 1% noise. These 

techniques were randomly applied to the images to 

produce new samples for the training dataset. As a 

result, we increased the size of the training dataset to 

531 data. Figure 4 shows an example of augmented data 

from the input data in Figure 3. 

 

Figure 4 An Example of the Augmented Input Data 

2.4 Convolutional Neural Network 

CNN works with finding local area features in the 

image by utilizing various filters in the convolution 

layer to create a feature map, making it more efficient 

than using Multi-Layer Perception (MLP) only, as 

shown in research [15]. CNN architecture is generally 

followed by a pooling layer, where the results of the 

feature map will be sampled so that only dominant 

features in the image remain. The resulting feature map 

can be used as an input to MLP by flattening the shape 

of the feature map into the shape of the MLP input 

shown in Figure 5, or it can also be further developed 

by modifying the architecture so that performance can 

be improved. 

Some examples of modified CNN architectures are in 

the Inception V1, ResNet, and Inception ResNet 

architectures. In the Inception V1 architecture, the 

modification made is by adding an inception block 

whose function is to divide the convolution and then 

recombine it to increase learning ability. 
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Figure 5 Overview of the General CNN Architecture [16] 

In the inception block, regulation is carried out by 

adding a 1×1 convolution before the large convolution 

layer [16]. In the ResNet architecture, the modification 

made is by adding a residual connection to overcome 

the vanishing gradient problem where the weights will 

decrease with the depth of the network so that the 

ResNet architecture can have a very deep architecture 

[16]. Then Inception ResNet adds a residual connection 

similar to ResNet in the inception block to shorten the 

training [16].  

2.5 Faster R-CNN 

Faster R-CNN is an object detection method that 

combines the Regional Proposal Network (RPN) and 

Fast R-CNN. RPN is used to propose Regions of 

Interest (RoI) instead of Selective Search, used in 

previous methods. Fast R-CNN is an extension of R-

CNN for RoI detection. The Faster R-CNN architecture 

divides the feature map generated by the CNN 

architecture for RPN and Fast R-CNN to reduce 

computation time [17], based on research [18] test time 

per image of Faster R-CNN 10 times faster than Fast R-

CNN and 235 times faster than R-CNN with higher 

Mean Average Precision (mAP). Figure 6 provides an 

overview of the Faster R-CNN architecture. 

Initially, the image becomes Faster R-CNN’s input, and 

it will extract the main features using CNN to produce 

an RPN and Fast R-CNN feature map. The RPN layer 

outputs the location and objectness score of the RoI, 

which tells us whether the RoI contains objects or just 

backgrounds. It works by using anchors on a shared 

feature map and generating ROIs based on their ratio 

and size. However, many irrelevant RoI’s are generated 

so this method will remove RoI that crosses image 

boundaries and apply non-maximum suppression with 

a threshold of 0.7 to remove overlapping anchors. After 

RPN proposes RoI’s, Fast R-CNN detects proposed RoI 

classes by converting H×W RoI into H×W through 

max-pooling using h/H×w/W windows. The pooling 

result will then become the input of the fully connected 

layer with two outputs: class and RoI. 

2.6 Evaluation 

Evaluation is a necessary task to determine whether the 

model has good performance or not. Object detection 

often uses mAP as an evaluation metric. This metric is 

computed by averaging all Average Precision (AP) 

classes [19] which are calculated as Formula 1. 

𝑚𝐴𝑃 =  
1

𝑐
∑ 𝐴𝑃𝑖

𝐶
𝑖−1 , (1) 

𝐶 is the total class, and 𝐴𝑃𝑖𝑖 is the precision for 𝑖-th 

class. AP is an area under curve Precision × Recall. 

Compute AP required finding detection larger than 

Intersection Over Union (IoU) [19] which is calculated 

as Formula 2. 

𝐼𝑜𝑈 =  
𝑎𝑟𝑒𝑎(𝑅𝑜𝐼𝑝∩𝑅𝑜𝐼𝑔𝑡)

𝑎𝑟𝑒𝑎(𝑅𝑜𝐼𝑝∪𝑅𝑜𝐼𝑔𝑡)
,      (2) 

𝑅𝑜𝐼𝑝 is the predicted RoI and 𝑅𝑜𝐼𝑔𝑡  is the ground-truth 

RoI. 

 

Figure 6. Overview of the Faster R-CNN Architecture [17]

Precision and Recall [19] are calculated as Formula 3 

and Formula 4. 
𝑃𝑟 (𝜏) =  

∑ 𝑇𝑃𝑛
𝑆
𝑛=1 (𝜏)

∑ 𝑇𝑃𝑛
𝑆
𝑛=1 (𝜏)+∑ 𝐹𝑃𝑛

𝑁−𝑆
𝑛=1 (𝜏)

,    (3) 
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𝑅𝑒 (𝜏) =  
∑ 𝑇𝑃𝑛

𝑆
𝑛=1 (𝜏)

∑ 𝑇𝑃𝑛
𝑆
𝑛=1 (𝜏)+∑ 𝐹𝑁𝑛

𝐺−𝑆
𝑛=1 (𝜏)

,  (4) 

𝑃𝑟 is precision, 𝑅𝑒 is recall, 𝑇𝑃 is a correct detection, 

𝐹𝑃 is a non-existing object or misplaced detection of an 

existing object, and 𝐹𝑁 is an undetected ground truth. 

Detection confidence is supposed to be larger than the 

confidence threshold. 

The next step is to sort detections in a descending way 

based on confidence rates and compute the 𝐴𝑃 [19] as 

Formula 5. 

𝐴𝑃 =  ∑ (𝑅𝑟𝑘 − 𝑅𝑟𝑘+1)𝑃𝑟𝑖𝑛𝑡𝑒𝑟𝑝(𝑅𝑟(𝑘))𝐾
𝑘=0              (5) 

𝐾 is the total of prediction points, 𝑃𝑟𝑖𝑛𝑡𝑒𝑟𝑝 is the 

Interpolated Precision obtained by maximizing 

Precision corresponding to a higher Recall value than 

the current one, 𝑅𝑟𝑘 is 𝑘-th sorted Recall value, and 

𝑅𝑟𝑘+1 is the next sorted Recall value. 

2.7 Model Implementation 

Development of the Faster R-CNN model in this 

research will be implemented using a pre-trained model 

available in Tensorflow 2 Detection Model Zoo and use 

Tensorflow Object Detection API for model 

development. This framework has been applied in 

various research to detect kanji characters [11], sign 

language [20], and traffic lights [21].  

This research uses four different CNN architecture pre-

trained models trained using the COCO dataset, 

including ResNet-50, ResNet-101, ResNet-152, and 

Inception ResNet V2. Every model will be fine-tuned 

using the default configuration with changes in num 

steps to 5,000 and batch size to 6. To check model 

performance, every model will be evaluated using mAP 

and the IoU thresholds of 0.5 and 0.75 while respecting 

the confidence threshold of 0.5. 

3.  Results and Discussions 

The models were trained and evaluated using the 

Google Collaboratory platform with a V100 GPU and 

24 GB of RAM. All models were trained on 531 

augmented data and then tested on 76 data with 

different respondents from the training data. Each 

model was trained for 5000 steps with 6 batches using 

the default configuration. The resulting training loss 

between some models is shown in Figure 7. 

 

Figure 7. Total Losses from Some Different Models 

Total loss training is extracted at steps 200; 300; 400; 

1,200; 2,100; 2,500; 3,300; 3,400; 3,800; and 5,000. In 

the last step, the total loss reaches 0.035 on ResNet-50 

architecture, 0.046 on ResNet-101 architecture, 0.102 

on ResNet-152 architecture, and 0.120 on Inception 

ResNet v2 architecture. These results indicate that the 

model can learn features in Balinese handwriting 

feature. However, a training total loss value that is too 

low can indicate an overfitting of the model. Therefore, 

it is necessary to pay attention to the mAP value in the 

test data to observe better the model’s performance, 

which can be seen in Figure 8. 

 

Figure 8. mAP Results from Different Models 

Comparing mAP’s Between Some Models in Different IoU’s

mAP in Specific IoU
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According to Figure 8, there is a decrease in mAP when 

using an IoU threshold of 0.75. [11] suggests that 

setting the IoU threshold closer to 1 will require near-

perfect RoI detection, which may result in the model not 

detecting more flexible RoI’s. The significant drop in 

performance between the IoU threshold of 0.5 and 0.75 

indicates that the model requires higher flexibility, as 

shown in Figure 9. 

 

Figure 9. Low IoU Threshold Example 

Figure 9 shows the detection results using the Inception 

ResNet v2 model with IOU thresholds of 0.5 and 0.75. 

The black box represents the ground truth, while the 

green box represents the correct detection result. At a 

threshold of 0.5, the model can detect the “sa”, “wa”, 

and “la” classes with confidence above 90%. However, 

with an IOU threshold of 0.75, the model does not 

detect the “wa” script because the detected RoI does not 

overlap perfectly with the ground truth RoI, as is the 

case with the “sa” and “la” classes. 

Based on Figure 8, the mAP value was obtained using 

the evaluation function provided by the TensorFlow 

Object Detection API with the COCO detection metrics 

set. It was shown that the ResNet-50 and Inception 

ResNet V2 models achieved the highest mAP scores 

among the other models, with a score of 0.991 at an IoU 

threshold of 0.5. However, Inception ResNet V2 excels 

at a higher IoU threshold, i.e. 0.75. 

To evaluate the performance of each class, we use 

precision and recall metrics and generate a confusion 

matrix for the Inception ResNet V2 model with an IoU 

threshold of 0.5. The results are presented in Table 1, 

which shows the precision and recall for each class, and 

the confusion matrix, shown in Figure 10, provides 

more detailed information about the model’s errors 

using a confusion matrix where columns show detection 

and rows show ground truth. While FN in the last 

columns indicates a false negative or undetected ground 

truth, and FP in the last row indicates a false positive or 

detection non-existing object. 

Table 1. Each Class Precision and Recall 

Class Precision Recall 

satu 1 1 

dua 1 1 
tiga 1 1 

empat 0.99 0.97 

lima 1 1 
enam 1 1 

tujuh 0.97 1 

delapan 0.99 0.99 
sembilan 1 1 

nol 1 0.67 
ha 1 1 
na 1 1 

ca 1 1 

ra 1 0.99 

ka 0.99 0.99 

da  0.95 0.99 

ta 0.99 0.99 

sa 1 0.92 

wa 0.97 0.91 

la 0.96 1 
ma 0.95 0.99 

ga 1 0.82 

ba 0.83 1 
nga 0.89 0.83 

pa 0.97 0.91 

ja 1 0.95 
ya 0.91 0.99 

nya 0.92 1 

 

Table 1 and Figure 10 shows that the model's most 

challenging class to detect is class “nol” because out of 

76 ground truth classes zero, 25 ground truths cannot be 

detected by the model, so this class has the lowest recall 

compared to other classes. Meanwhile, the class with 

the most detection errors is class “ba” because out of 92 

“ba” detections, 11 detections have ground truth “ga”, 

and 5 detections have ground truth “nga”, so it has the 

smallest precision value compared to other classes. This 

error may occur because there is an interclass similarity 

between “ba”, “ga”, and “nga” characters. Examples of 

“ba” detection errors in “ga” and “nga” classes can be 

seen in Table 2. 

Table 2. Detection Examples for “ba” 

Ground Truth Class Handwritten Example 

ba 

 

ga 

 

nga 
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Figure 10. Confusion Matrix 

Table 2 shows examples of “ba” detection with a 

different ground truth. The three classes share some 

similarities. Specifically, “ba” and “ga” have similar 

arches on both sides, while “ba” and “nga” have similar 

arches in the middle of the script.  

4.  Conclusion 

This research addresses the challenge of using an object 

detection approach with Faster R-CNN to detect 

handwritten Balinese scripts more effectively and 

efficiently. The experimental results showed that the 

proposed deep learning-based model could learn the 

features of Balinese handwriting, as indicated by the 

decreasing total loss. The mAP evaluation metric shows 

that ResNet-50 and Inception ResNet V2 have the same 

mAP value of 0.991 at an IoU threshold of 0.5. 

However, Inception ResNet V2 excels at stricter IoU 

thresholds. Further analysis was conducted on the 
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ba 76 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

ca 0 76 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

da 0 0 75 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

delapan 0 0 0 74 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0

dua 0 0 0 0 76 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

empat 0 0 0 0 0 74 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2

enam 0 0 0 0 0 0 76 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

ga 11 0 0 0 0 0 0 62 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0

ha 0 0 0 0 0 0 0 0 76 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

ja 0 0 0 0 0 0 0 0 0 72 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 1

ka 0 0 1 0 0 0 0 0 0 0 74 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

la 0 0 0 0 0 0 0 0 0 0 0 76 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

lima 0 0 0 0 0 0 0 0 0 0 0 0 76 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

ma 0 0 0 0 0 0 0 0 0 0 0 0 0 75 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0

na 0 0 0 0 0 0 0 0 0 0 0 0 0 0 76 0 0 0 0 0 0 0 0 0 0 0 0 0 0

nga 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 63 0 6 0 0 0 0 0 0 0 0 0 0 2

nol 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 51 0 0 0 0 0 0 0 0 0 0 0 25

nya 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 76 0 0 0 0 0 0 0 0 0 0 0

pa 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 69 0 0 0 0 0 0 0 0 6 0

ra 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 75 0 0 0 0 0 0 0 0 0

sa 0 0 1 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 70 0 0 0 0 0 0 1 1

satu 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 76 0 0 0 0 0 0 0

sembilan 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 76 0 0 0 0 0 0

ta 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 75 0 0 1 0 0

tiga 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 76 0 0 0 0

tujuh 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 76 0 0 0

wa 0 0 0 0 0 0 0 0 0 0 0 0 0 4 0 0 0 0 1 0 0 0 0 1 0 0 69 0 1

ya 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 75 1

FP 0 0 2 0 0 1 0 0 0 0 0 0 0 0 0 2 0 1 0 0 0 0 0 0 0 1 1 0 0

G
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Inception ResNet V2 model by examining each class’s 

precision and recall values, showing that the “nol” class 

has the lowest recall value due to many undetected 

ground truths. In contrast, the “ba” class has the lowest 

precision value due to an interclass similarity with “ga” 

and “nga” characters. For future work, we suggest using 

Balinese scripts written on Lontar leaves with more 

categories and comparing some object detection models 

such as Single Shot Detector (SSD) or You Only Look 

Once (YOLO). 
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