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Abstract  

For the optimization of computer networks with high bandwidth requirements, wireless network traffic prediction is necessary. 

Its goal is to reduce maintenance costs and enhance internet services. Feature selection is a major issue in the Multivariate 

Time Series (MTS) Spatio-temporal modeling. Another problem is the dependency between input features, time-lags, and 

spatial factor so that an appropriate model is needed. This study aims to provide solutions to two problems. The first is to 

improve a feature extraction and selection process in Spatio-temporal MTS data for relevant features using Detrended Partial 

Cross-Correlation Analysis (DPPCA) and non-redundant features associated with linear using Pearson's Correlation (PC) 

filters and non-linear associations using Symmetrical Uncertainty (SU) and combination of both PCSUF. The second is to 

develop a Spatio-temporal framework model using Recurrent Neural Networks (RNN) to get a better performance than 

traditional model. These methods are combined and tested using the dataset of cellular networks with one-hour intervals during 

November in three locations. Testing the effectiveness of the feature selection technique showed that 27.6% of the total 

extracted features. The forecasting model with the DPCCA–SU-RNN combination method gets the best performance by having 

RMSE = 380.7, R2 = 97%, and MAPE = 10%. 

Keywords: wireless traffic; linear and non-linear; spatio-temporal; recurrent neural network

1. Introduction  

In human life, we usually find time-series data in 

various sectors. This data can be found, among others, 

in weather/climate observations, production 

monitoring, economic/financial activities, medical 

records/diagnoses, earthquake observations, sensor 

data, and computer network traffic data. This data is 

available in abundance and requires analysis/ modeling 

tools to benefit from recording the data, including 

decision-making. Time series data can be in the form of 

a single variable, which is called univariate. The other 

is a recording that includes many variables, called MTS. 

Wireless networks are changing the system of the 

networking world nowadays. The rapid advancement of 

mobile networks and the need for open internet access 

suggest that most individuals are becoming used to life 

online. However, when a wired network is inaccessible 

due to unexpected wireless network activity factors, 

wireless network services are also necessary and impact 

service quality guarantees. 

Network service activity forecasting is useful for 

designing, operating, controlling, and improvement of 

communication networks. Optimization is achieved by 

preventing congestion, detecting network traffic 

instabilities, monitoring response, and allocating 

system resources. Its purpose is to decrease costs and 

enhance bandwidth services due to persistent high 

system demands [1]. 

The number of researches studies show that in standard 

theory, system network activity characteristics extend 

beyond the behavior model paradigm of Poisson and 

Markov [2]. The absence of theory and research to 

model multivariate, Spatio-temporal, and non-linear 

system network behavior makes this research continue 

to grow. Researchers have the objective to define real 

data traffic to achieve a proper and capable wireless 

network traffic model. Its advantages include the 

estimation of network traffic levels, which is useful 

under similar conditions for planning. 

Varieties, the MTS description system, categorization, 

pattern detection, identification of anomalies, and 
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forecasts are the criteria' MTS analysis tool. The MTS 

model predictions are significant for MTS modeling 

and many researchers in various application areas and 

the last couple of years. Method MTS predictions are 

important MTS modeling and many researchers in the 

previous decade in different application fields. Some 

recent studies, namely Spatio-temporal, have 

implemented different approaches to modeling the 

Multivariate time series data estimator. Faghmous and 

Kumar [3] suggested that Spatio-Temporal Data 

Mining is used to improve precision, scalability, and 

easy understanding of the multivariate periodic series 

problem. 

The statistics time-series model, such as 

Autoregressive, Artificial Neural Network (ANN), and 

wavelet-based methods, is used to support research on 

chaotic network behavior predictive models [4]. The 

Multivariate Statistical Network Monitoring (MSNM) 

method is additionally used for detection intrusions and 

anomalies [5], the Deep Belief Networks (DBN) 

method for predicting network traffic data [6], and the 

Fuzzy Machine Neural Networks (FMNN) method for 

regulation of network traffic. Alternatively, use a 

combination model of Stationary Wavelet Transform 

(SWT), Quantum Genetic Algorithm (QGA), and Back-

propagation (BP) to achieve higher service levels with 

a lot of efficient prediction model [1]. 

In consumer traffic prediction research on cellular-

based machine-learning, an MTS with a Spatio-

temporal approach was developed to predict traffic data 

of wireless network [7]. Other research is multi-layer 

prediction models Feed Forward Neural Network 

(FFNN) for multi-channel of wireless network traffic 

case [8]. In big data cellular networks, a wireless 

network prediction model approach considers that 

complex, non-stationary, and non-linear data activity 

characteristics have also been performed using 

Quantification Analysis (QA) and Information Entropy 

(IE) and a prediction model with a Spatio-temporal in-

depth learning approach. 

Several studies use deep learning to predict cellular 

network dataset Spatio-temporal data-deep learning 

system LA-Resnet based on a mechanism of attention 

proposed by [8]. There are three phases of the LA-

Resnet framework: residual network, Recurrent Neural 

Networks (RNN), and an attention mechanism. To 

extract the spatial features of data, researchers 

commonly use the residual network stage. The RNN 

stage and the attention mechanism, on the other hand, 

are used to collect data on temporal dependencies.  

Another study used Long-Short Term Memory (LSTM) 

and Gated Recurrent Unit (GRU) models to forecast 

mobile internet traffic in each Milan region or grid that 

has been clustered based on internet activity using the 

K-means method [9]. The study [10] proposed deep 

regression that can extract multiscale spatiotemporal 

correlation. The Multi-Channel Spatial-Temporal 

Framework that consists of 3 channels Convolution 

Neural Networks (CNN) and LSTM, was proposed by 

[9]. The three channels CNN in that study was used to 

overcome the spatial dependencies of cellular data. The 

study [11] proposed a Hybrid Spatio-Temporal 

Network (HSTNet). HSTNet is a CNN-based deep 

learning framework using a deformable convolution 

unit to increase the ability to extract complicated spatial 

characteristics. From the experiments they did, each of 

the methods they proposed could increase the prediction 

accuracy. 

To obtain a forecasting model with an efficient and high 

accuracy process depends on the MTS data application's 

real and the appropriate method's choice. Machine 

learning-based MTS is still better approach in some 

studies than others [12]. It is not easy to do MTS 

modeling since it requires several input variables with 

tens or even hundreds of characteristics. For the answer 

variable, not all input features are essential. Not all of 

the input features or predictors are relevant and 

significant to the response variable. For the output 

variable, not all input features are essential. A method 

is needed to pick the appropriate set of features in the 

prediction step and dismiss some other features [13]. A 

case occurs from the applicable feature set where the 

input feature is redundant such that the forecasting 

mechanism is unreliable, and it can reduce the accuracy 

of the forecasting. In the course of selecting input 

features, this question must also be resolved.  

Therefore, this study provides several solution to 

overcome these problems. The first is to improve a 

feature extraction and selection process in Spatio-

temporal MTS data for relevant features using 

Detrended Partial Cross-Correlation Analysis (DPPCA) 

and non-redundant features associated with linear using 

Pearson's Correlation (PC) filters and non-linear 

associations using Symmetrical Uncertainty (SU) and 

combination of both PCSUF. The second is to develop 

a Spatio-temporal framework model using Recurrent 

Neural Networks (RNN)  to get a better performance 

than traditional model. The predicting model is RNN, 

where an RNN appropriate for data of Spatio-temporal 

MTS is developed. Performance testing of the proposed 

prediction model framework will be carried out by 

comparing predicted data with actual data. 

2. Research Methods 

The dataset and some methods are discussed in this 

section. These methods included the predictor's 

extraction using DPCCA from a data of Spatio-

temporal MTS, the collection of appropriate features, 

and the elimination of redundant predictor using 

PCSUF, modelling time series data using RNN model, 

measurement training and forecasting performance. 
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2.1 Case Study 

This study uses a dataset obtained from the Big Data 

Challenge Telecom Italia [14]. The dataset consists of 

cellular networks and other urban data covering the 

Milan area. However, this study only uses a cellular 

network dataset. The cellular network dataset in the 

City of Milan has a period from 00:00 on November 1st, 

2013, to 23:59 on January 1st, 2014, with 10-minute 

intervals. The cellular network dataset in Milan has 

divided into 100 × 100 grids, as shown in Fig. 1. Each 

grid has a size of 235 x 235 square meters. Grids in the 

dataset were estimated using the World Geodetic 

System 1984 (WGS84) standard (EPSG: 4326) and 

expressed in GeoJson format. Each grid is an 

aggregation of existing data from the area of the grid. 

The dataset information shown in Table 1. 

Table 1.Dataset Details 

Data Details 

Square id the identification string of each Grid in Milan 
Time interval the time intervals on the dataset with 10-minute 

intervals 

Country code the country code of the phone number 
SMS-in the number of incoming message activities on a 

particular grid (X1) 

SMS-out the number of incoming message activities on a 
particular grid (X2) 

Call-in the number of incoming call activities on a 

particular grid (X3) 
Call-out the number of incoming call activities on a 

particular grid (X4) 

Internet 
traffic 

the amount of internet usage by mobile users on 
a particular grid (Y) is generated if the 

connection takes more than 15 minutes, or more 

than 5 MB is transferred during the session 

This study only used the dataset of cellular networks 

during November. At the outset, the dataset is cleaned 

and pre-processed for missing data. Then, remove the 

country code feature because it does not affect the 

amount of internet traffic data. The dataset is 

aggregated into 1-hour intervals by sum each data at the 

same hour because the data too sparse. This study 

selects three grids based on the correlation of internet 

traffic data shown in Table 2. The distance between 

three grids shown in Table 3.  

Table 2.Grids based on the correlation 

Grid_ID 4259 5060 5160 

4259 1 0.77 0.80 
5060  1 0.95 

5160   1 

Table 3.Grids based on the distance 

Grid_ID 4259 5060 5160 

4259 0 2115 m 2350 m 
5060  0 235 m 

5160   0 

Figure 1 shows 100 hourly internet traffic distribution 

start from Monday on November 4th, 2013 for three 

grids. Figure 2 show 3d heat map for 1 month of internet 

traffic data for each grids. 

 

Figure 1.The hourly distribution of internet traffic data at 3 Grids 

 

Figure 2.The daily distribution of internet traffic data at 3 Grids  

Based on Figure 1 and Figure 2, the distribution of 

internet data traffic on the three grids has a similar 

pattern, which indicates the existence of traffic 

dependencies between the grids. This is reinforced by 

the high correlation value between the three grids in 

Table 2, which shows that spatio-temporal-based 
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forecasting modeling for wireless traffic networks is 

more suitable. 

2.2 Spatio-temporal dataset 

A statistic could be a time-based series of knowledge 

items connected to every different, written as: XN(t); [l 

= 1, 2, ..., N, t = 1, 2, …, T]. If we add location factor 

and N > 2, it is recognized as a spatio-temporal of 

multivariate time-series. Spatio-temporal internet-

traffic data Ytl, at time t, t = 1, 2, …, T, at grid-location 

l, l = 1, 2, …, L can be formulated as Formula 1 [15]. 

𝑌𝑡𝑙 = 𝜃𝑡 + 𝑚𝑙  +  𝜀𝑡𝑙              (1) 

Time series contain stochastic process data, which 

cannot be modeled by linear approximation. Non-linear 

properties occur in stationary and non-stationary time 

station data [16]. If any amendment within the price of 

x tends to be followed by y with a relentless quantitative 

relation, two variables x and y have a linear connection 

[17], [18]. The result will be a straight-line pattern if the 

linear relationship x and y area unit aforethought in a 

very scatter diagram, supported the white-test for non-

linearity, and the relationships between input options 

and response options non-linear [19]. This situation is 

named ‘relevant non-linear’. 

2.3 DPCCA 

DPCCA eliminates the influence of other time series 

operating as joint powers and uncovers the intrinsic 

power-law cross-correlations between two concurrently 

reported time series in the existence of non-stationary 

data [20]. DPCCA has the benefit of disclosing 

'intrinsic' relationships between two different time 

series of interest, with the exclusion of possible 

influences from other unconsidered signals [21]. 

DPCCA guarantees that the results achieved are not 

influenced by patterns, including linear, exponential, 

and also trends in higher-order and trend periodicals, by 

detrending local trends. More implicit correlation 

information than other research approaches can be 

uncovered by Detrended Cross Correlation Analysis 

(DCCA), leading to its adoption and implementation in 

different fields [22].   

The DPCCA value (ρ) is determined as the detrended 

covariance of two datasets 𝐶𝑥𝑖𝑗,𝑦𝑗
 over two integrated 

series detrended variance 𝐶𝑥𝑖𝑗,𝑦𝑖𝑗
 and 𝐶𝑥𝑗,𝑦𝑗

 [20] with 

size of box s, as Formula 2.  

𝜌𝐷𝑃𝐶𝐶𝐴 (𝑥𝑖𝑗 , 𝑦𝑗 , 𝑠) =  
−𝐶𝑥𝑖𝑗,𝑦𝑗

(𝑠)

√𝐶𝑥𝑖𝑗,𝑥𝑖𝑗
(𝑠),𝐶𝑦𝑖,𝑦𝑖

(𝑠)
            (2) 

In this modeling, the predictor variable is extracted 

from each location and the effect of time-lag into a 

three-dimensional array feature N x T x L. Furthermore, 

the DPCCA value is calculated from the predictor 

feature xij with the response variable. The candidate 

feature predictors are those with significant DPCCA 

scores. 

2.4 Pearson's Correlation and Symmetrical Uncertainty 

Filter (PCSUF) 

Three mutually exclusive types can be categorized into 

the interactions between output responses and 

predictor: irrelevant behaviors, significant yet 

redundant behaviors, and relevant characteristics [23]. 

The first feature group are not classified as a variable 

predictor, so it does not need to be chosen. The second 

type, i.e., essential and not redundant features, should 

be selectively chosen because it is necessary to verify 

whether it is relevant. As for the last group, since it is a 

valid independent predictor for other features, a 

function that is an absolute must be a predictor, as 

shown in Figure 3. 

The purpose of selecting the predictor feature 

candidates using the PC Filter, SU Filter, and a 

combination of both PCSUF is to eliminate the 

irrelevant predictor feature, reduce redundancy so that 

the number of predictor features is minimal and the 

value of relevance to the response variable is 

maximized. 

 

Figure 3.Irrelevant, relevant, and redundant features 

To use PC as described in Formula 3, we test significant 

and unnecessary entities in a subset as a linear relation 

in which ρxy is a correlation for both x variable and y 

variable. If its coefficient is larger than a critical 

correlation table, ρxy is declared significant. 

𝜌𝑥𝑦 =  
Σ𝑖 (𝑥𝑖− �̅�)(𝑦𝑖−𝑦)

√Σ𝑖 (𝑥𝑖−�̅�) √Σ𝑖 (𝑦𝑖−�̅�)
              (3) 

To evaluate a non-linear relationship between predictor 

variables and the response variable, SU is used. SU is 

developed on the basis of entropy and data gain. If we 

have got the x variable, therefore the entropy is 

described as explained in Formula 4 and 5 [23], where 

the prior probability for all X value is P(xi), and the 

posterior probability of X is P(xi|yi) due to the 

importance of Y. 

𝐻(𝑌) =  ∑ 𝑃(𝑥𝑖)𝑖 log (𝑃(𝑥𝑖))              (4) 

𝐻(𝑌) =  − ∑ 𝑃(𝑥𝑖)𝑗 ∑ 𝑃(𝑦𝑖) log (𝑃(𝑦𝑖))𝑖                 (5) 

The entropy of variable X is defined as expressed in 

Formula 6 after analyzing the values of another 
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variable, Y. Additional X information provided by Y 

provides the sum by which the X entropy decreases.  

IG(Y) = H(X) −  H(Y)                              (6) 

Nevertheless, information gain is biased in favor of 

features with more values. Also, to ensure that they are 

identical and have the same effect, feature values must 

be standardized. We select SU Formula 7, which is 

appropriate for discrete data. We must do the 

discretization process if the data is continuous. If its 

value is greater than the critical value of the table of 

Chi-Square with an absolute DOF and SL, SU(X, Y) is 

considered necessary. 

𝑆𝑈(𝑋, 𝑌) = 2 [
𝐼𝐺(𝑌)

𝐻(𝑋)+𝐻(𝑌)
]              (7) 

To know whether a predictor group is irrelevant, 

relevant, or redundant, we use the measurement of non-

linear correlation, SU to Formula 7. The use of the 

critical value X2α. table is to test SU's results (X, Y). 

We used merit-value in this research to assess the 

performance of PC, SU, and PCSU feature selection. 

Numerous previous researches have used merit-value to 

measure the optimal performance of feature selection, 

such as the Maximum Relevancy and Minimum 

Redundancy-Hesitant Fuzzy Sets (MRMR-HFS) 

feature selection algorithm [24], recognition of human 

motion sequence [25], epileptic disease classification 

[26] and forest-fire modeling [27] to achieve the high 

performance of the built models.  

Table 4 explains the process of selecting the predictor 

feature and removing redundancy using the PC filter. 

Table 5 explains the predictor feature selection process 

using SU Filter. While the selection process using the 

PCSUF is a combination of the two methods by looking 

for a combination of α and β values that causes the 

maximum merit-value  𝜋𝑋𝑖𝑗,𝑌 with optimal value. 

2.5 Time-series forecasting using Spatio-temporal RNN 

Adaptive control problems, machine detection, speech 

recognition, and time series forecasting were solved 

with RNN model [28]. The architecture of an RNN is 

identical to that of a standard multilayer perceptron, 

with the only difference being that time delays may be 

correlated with a connection between hidden units. 

Models can store information from the past with this 

network architecture, thus finding the data relationship 

between events temporarily distant from each other 

[29]. 

Table 4. Pseudocode of input selection using PC method 

Pseudo-Code of PC-Filter  
Input: 

S(X1, X2, ….., Xn,) //  spatio-temporal predictor set with three 

dimension : N features x T time-lags x L locations; 
Y // Response Variable; 

α            // a predefined correlation threshold 

Output: S1list’,  α’, ij 

 Begin 

     For i = 1 to n do begin 

         Calculate i,Y for Xi; 

         If (i, Y  >  correlation critical table) 
                   add Xi to S1list; 

 End 

 Order S1’list in descending 
 Xj= putFirstElement at (S1’list) 

 do begin 

       Xi=putNextElement(S1’list, Xj) 
       if (Xi <> Null) 

       do begin 

             If (i, Y  > α) 
             remove Xi from S1’list 

             Xi=putNextElement(S1’list, Xi) 

        End until (Xi==Null) 
        Xj=putNextElement(S1’list, Xj) 

 End until (Xj==Null) 

 Count 𝜋𝑋𝑖𝑗,𝑌 

                  α ‘= Update(α) 

 repeat (8) – (19) until optimal Count 𝜋𝑋𝑖𝑗,𝑌 
                  Sbest= S1’list with optimal Count 𝜋𝑋𝑖𝑗,𝑌 value 

Table 5. Pseudocode of input selection using SU Method 

Pseudo-Code of SU-Filter  

Input: 
S(X1, X2, ….., Xn,) //  spatio-temporal predictor set with three 

dimension : N features x T time-lags x L locations result of 

DPCCA; 
n // number of predictor features 

Y // Response Variable; 

β // a threshold of SU 

Output: S2list’, β’, ij 
 Begin 

     For i = 1 to n do begin 

         Calculate SUi,Y for Xi; 

         If (SUI, Y > value of critical table 2) 

                   add Xi to S1list; 

     End 
     Order S2’list in descending 

 Xj= putFirstElement at (S2’list) 

 do begin 
       Xi=putNextElement(S2’list, Xj) 

       if (Xi <> Null) 

       do begin 
             If (SUi,Y > β) 

             remove Xi from S2’list 

             Xi=putNextElement(S2’list, Xi) 
        End until (Xi==Null) 

        Xj=putNextElement(S2’list, Xj) 

 End until (Xj==Null) 

 Count 𝜋𝑋𝑖𝑗,𝑌 

 β‘= Update(β) 

 repeat (8) – (19) until  optimal 𝜋𝑋𝑖𝑗,𝑌 

 Sbest=S2’list with optimal 𝜋𝑋𝑖𝑗,𝑌 value 

The input node is the actual value set at three locations 

of the optimal predictor feature (NoP) that results from 

the PC, SU, and PCSUF selection feature process. We 

consider the impact on the time lag factor in 

spatiotemporal based hourly internet-traffic forecasting 

using RNN. As described in Figure 4, the training and 

testing phase for t-period forecasting at three locations 

was performed simultaneously. The RNN model using 

a hidden layer with a drop-out rate = 0.2 and number of 

epoch= 1,000. 
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Figure 4.The architecture of RNN internet-traffic forecasting 

2.6 Measure of Performance 

Through iterations of α and β values, the optimal set of 

predictor features is obtained. α is the maximum limit 

of linear feature predictors called redundant features on 

the PC, and β is the ultimate limit on the SU. Also, such 

function candidates will be selected using the PC, SU, 

and PCSUF method in order to receive the appropriate 

features of predictor built based on the studies [29] and 

[30]. Formula 8, an extension of the merit value 

function [30], uses the evaluation function (π) of the 

optimal predictor subset. 

 𝜋𝑋𝑖𝑗,𝑌 =  
𝑘(𝑆𝑈̅̅ ̅̅ )𝑌,𝑋𝑖

𝑘+𝑘(𝑘−1)(𝑆𝑈̅̅ ̅̅ )𝑋𝑖𝑋𝑗

               (8) 

𝜋𝑋𝑖𝑗,𝑌  is a merit-value between predictor feature and 

response variable, (𝑆𝑈̅̅ ̅̅ )𝑌,𝑋𝑖
 is the mean SU between 

inter-correlations, and (𝑆𝑈̅̅ ̅̅ )𝑋𝑖𝑋𝑗
 is the mean SU 

between intra-correlations, and k is the number of 

predictor features.  

The smallest Root Mean Square Error (RMSE), Mean 

Average Percentage Error (MAPE) and the biggest 

correlation are the best models (R2). According to 

Formula 9 and Formula 10, RMSE and MAPE is 

determined by the difference between the actual data of 

response variable yt and the forecasted value �̂�𝑡. 

According to Formula 11, the R2 is determined by 

power of the association between the actual data of yt 

and the forecasted value of  �̂�𝑡.  

𝑅𝑀𝑆𝐸 =  √
∑ (𝑌𝑡−�̂�𝑡)2𝑛

𝑡=1

𝑛
              (9) 

𝑀𝐴𝑃𝐸 =  
∑ |

𝑌𝑡−�̂�𝑡
𝑌𝑡

|𝑛
𝑡=1

𝑛
                         (10)                      

𝑅𝑦𝑡,�̂�𝑡

2 = (𝑐𝑜𝑣(𝑦𝑡, �̂�𝑡)/(𝑠𝑡𝑑. 𝑑𝑒𝑣(𝑦𝑡). 𝑠𝑡𝑑𝑒𝑣(�̂�𝑡)) 2   (11)  

3.  Results and Discussions 

This section discussed the internet-traffic forecasting 

model using RNN with one response variable (Y) at 

three locations for 720 records each location. 

Furthermore, spatial-temporal RNN modeling was 

carried out with three predictor variables from three 

locations (X1-X3) through the DPCCA feature 

extraction process, selection, and removal redundancy 

using PC, SU, and PCSUF. This study tried 5 

combinations of methods shown and described in Table 

6 to get the best performance.  

The flowchart diagram of the overall method used in 

this study is explained in Figure 5. Spatio-temporal 

RNN modeling is carried out using DPCCA to extract 

input features. Using various methods to select and 

eliminate redundant features to get the optimal predictor 

feature set (NoP), training and testing are carried out 

with a proportion of 90%:10% until 50%:50%. 

Table 6. Description of Feature Selection and RNN Model 

Model Methods Description 

1 DPCCA-

PC-RNN 

Spatio-temporal with DPCCA extraction, 

PC Filter selects linear relevance and 

removes redundant features and RNN 
forecasting. 

2 DPCCA 

–SU-
RNN 

Spatio-temporal with DPCCA extraction, 

SU Filter selects non-linear relevant and 
removes redundant features and RNN 

forecasting. 

3 DPCCA-
PCSUF-

RNN 

Spatio-temporal with DPCCA extraction, 
PCSUF selects relevantly and removes 

redundant features and RNN forecasting. 

4 DPCCA-

RNN 

Spatio-temporal with DPCCA extraction, 

without feature selection and RNN 

forecasting. 

5 DPCCA-
PCSUF 

without 

Remove 
-RNN 

Spatio-temporal with DPCCA extraction, 
PCSUF selects linear and non-linear 

relevant features without removing 

redundant feautures and RNN forecasting. 

Testing the filter methods effectiveness in choosing 

features of predictor to enhance the performance of the 

forecasting model was carried out using several input 

variations and the performance’s results of the DPCCA 

extraction, features filter, and RNN implementation for 

models 1-5 can be seen in Table 7. Five combination 

models were used to assess whether feature extraction, 

relevant feature selection, and redundant feature 

removal and the Spatiotemporal-based RNN would 

improve the forecasting model's performance compared 

to one another. This research shows that the second 

model at Table 7 has the highest 𝜋𝑋𝑖𝑗,𝑌 value and 14 

NoP for the internet traffic (Y) forecasting at the three 

grids. Each grid needs 14 features predictors than all 

features resulting from DPCCA, which is 42 features 

(27.6%).  

The performance’s results of the DPCCA extraction, 

features filter, and RNN implementation for models 1-

5 can be seen in Table 8. The best performing model for 
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training and testing is to have high values to produce R-

square, high correlation, small MAPE, and small 

RMSE. The best model also has a high merit-value.  

The second model also has the best accuracy (R2), 

MAPE, and RMSE for RNN forecasting shown in Table 

8. This performance and accuracy of forecasting is 

better than related studies [8].  

These results indicate that processing the input from the 

RNN using the DPCCA-SU (model 2) filter is quite 

useful. This happens because DPPCA-SU select the 

features that are needed so that forecasting gets the best 

performance compared to other combinations of 

methods. This also shows that the wireless network 

traffic prediction model is more suitable for using the 

DPPCA-SU for feature extraction and selection. This is 

possible because the three predictor features have a 

spatio-temporal non-linear relationship with internet 

traffic data.

 

Figure 5.Complete flowchart proposed method 
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Table 7.Measure of five model performance 

Model  NoP 𝜋𝑋𝑖𝑗,𝑌 Train 
Test 

Train Test 

AIC RMSE MAPE 

(%) 

R2 RMSE MAPE 

(%) 

R2 

1 18 1.42 90:10 -9759.25 938.8 20 0.65 1001.9 25 0.60 

      80:20 -8821.12 479.4 12 0.93 607.2 16 0.92 
      70:30 -9027.24 630.0 14 0.90 831.3 20 0.86 

      60:40 -8262.55 326.4 10 0.96 485.3 13 0.92 

      50:50 -8203.56 312.6 10 0.96 493.8 13 0.91 
2 14 1.43 90:10 -8055.77 339.9 9 0.96 518.1 14 0.95 

      80:20 -7406.15 177.1 6 0.99 372.3 10 0.97 

      70:30 -7547.92 194.5 7 0.99 435.2 12 0.97 
      60:40 -7418.35 178.3 6 0.99 335.1 10 0.98 

      50:50 -7434.77 180.8 6 0.99 243.0 7 0.98 
3 27 0.34 90:10 -8027.58 278.7 8 0.97 454.6 13 0.93 
      80:20 -9125.84 674.6 14 0.82 850.5 20 0.82 

      70:30 -8532.48 417.2 11 0.95 602.7 15 0.91 

      60:40 -7998.19 272.8 8 0.97 418.7 11 0.94 
      50:50 -7994.26 271.2 8 0.97 411.0 10 0.93 

4 169 0.22 90:10 -7495.97 254.2 7 0.98 486.5 14 0.92 

      80:20 -8098.32 403.2 10 0.95 607.9 16 0.92 
      70:30 -8121.91 411.7 10 0.95 681.1 18 0.90 

      60:40 -8016.77 380.8 10 0.95 549.7 14 0.90 

      50:50 -7365.56 234.7 7 0.98 430.2 11 0.92 
5 172 0.27 90:10 -8138.46 420.6 10 0.95 609.4 15 0.90 

      80:20 -8121.26 410.1 10 0.96 654.2 17 0.92 
      70:30 -7432.38 246.1 7 0.98 509.6 13 0.92 

      60:40 -7413.82 241.1 8 0.98 434.0 11 0.93 

      50:50 -7423.87 241.5 7 0.98 440.9 11 0.92 

Table 8.Model performance of RNN 

Model  NoP 𝜋𝑋𝑖𝑗,𝑌 Train Test 

AIC RMSE MAPE 
(%) 

R2 RMSE MAPE 
(%) 

R2 

1 18 1.432 -8814.75 537.4 13 0.88 683.9 17 0.84 

2 14 1.425 -7572.59 214.1 7 0.98 380.7 10 0.97 

3 27 0.335 -8335.67 382.9 10 0.94 547.5 14 0.91 

4 169 0.217 -7819.71 336.9 9 0.96 551.1 15 0.91 

5 172 0.272 -7705.96 311.9 9 0.97 529.6 14 0.92 

4.  Conclusion 

Based on the outcomes of implementation and 

experimental results for five variations of the model, 

several conclusions can be drawn. Firstly, the best 

performance for internet-traffic forecasting with the 

RNN is achieved by employing feature extraction using 

the DPCCA method and non-linear feature selection 

(SU). Secondly, it is evident that the number of 

predictor inputs alone does not guarantee improved 

model performance, as demonstrated by Models 4 and 

5, which lacked feature selection or redundant removal. 

Lastly, the hybrid model incorporating RNN and 

feature selection showcases high performance due to 

the inclusion of a spatial factor and feature selection 

mechanism. These findings highlight the importance of 

utilizing advanced techniques such as DPCCA, non-

linear feature selection, and hybrid models to enhance 

internet-traffic forecasting with RNN. 
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