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Abstract  

The use of big data in companies is currently used in file processing. With large capacity files, it can affect the performance in 

terms of time in the company so to overcome the problem of high-dimensional data, feature selection is used in selecting the 

number of features. On the wdbc dataset with 30 features and 569 data, feature selection is performed using the Recusive 

Feature Elimination (RFE) and Genetic Algorithm (GA) models. Then a comparison of evaluation values is made to determine 

which feature selection is best for solving the problem. From the 14 tables of evaluation results and discussion in tables 1 to 

14, it is found that in the evaluation of accuracy, and the use of weighted macros on precision, recall and f1 score, using GA 

selection features has slightly higher results than RFE so it is concluded that GA selection features are better at solving 

problems in high-dimensional data. 
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1. Introduction  

The development of the scope of work in the data 

archive section of the company that manages a large 

amount of data focuses on new situations and tasks so 

that it needs to adapt to current developments. In the 

process of development, new problems and changes 

arise, increasing the response and responsibility as well 

as job security risks in prevention and control to 

promote the level of file processing specialization to 

accelerate the development of corporate archives to 

contribute positively and effectively [1]. File processing 

in today's big data era involves combining information 

from multiple sources with different representations 

because the diversity and quality of data vary greatly 

from one source to another, even within the same field 

[2]. So in other words, the object of research discussed 

in this study is the use of feature selection on data that 

has many data features. This research is considered 

important because, with fewer features tested, it can 

improve accuracy results [3]. 

Research [3] examines feature selection using Heuristic 

Search Wrappers with optimization using Autoencoder 

and Model-based elimination, on the Wisconsin Breast 

Center dataset using 20% testing data obtained an 

accuracy of 96. 78% with the AMBER method, then the 

unique difference with this research is that two selection 

features are used between genetic algorithms and 

recursive feature elimination with 10%, 20%, and 30% 

testing data, for the algorithm methods used there are as 

many as six namely Logistic Regression, Support 

Vector Machines, Naïve Bayes, K-Nearest Neighbors, 

Random Forest and AdaBoost, which are expected to 

improve accuracy in previous researchers. Then the 

discussion will be detailed in the evaluation of 

accuracy, precision, recall and f1 score. 

Research [4] examines using CCEA (Cooperative Co-

Evolutionary Algorithm) selection features and 

machine learning algorithms that are the same as this 

research are Naïve Bayes, SVM, KNN, RF, and LR 

tested on WDBC datasets. However, for split data in 

research [4] there is no further information so even so, 

later in the discussion section researchers will compare 

with 10% testing data in each evaluation. The accuracy, 

precision, recall and f1 scores for the NB algorithm 

were 93.15%, 93.10%, 93.10%, and 93.10% 

respectively, as well as for the SVM algorithm 92.79%, 

93%, 92.80%, and 92.70% respectively, for the KNN 
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algorithm 92. 44%, 92.40%, 92.40%, and 92.40%, for 

the RF algorithm they are 93.32%, 93.30%, 93.30%, 

and 93.30%, respectively, for the last algorithm LR they 

are 92.44%, 92.40%, 92.40%, and 92.40%, 

respectively. 

Research [5] examines the use of VIM (Variable 

Importance Measure) feature selection and the use of 

HCRF (Hierarchical Clustering Random Forest) for 

classification. The algorithms used are Decision Tree, 

AdaBoost, Random Forest and HCRF. The training data 

used is 30%. On the WDBC dataset, the consecutive 

accuracy results based on the above algorithms are 

91.46%, 93.33%, 96.37%, and 97.05% and the 

precision results are 87.67%, 91.15%, 95.97%, and 

97.32% respectively. The unique difference in this 

study is to compare the accuracy and precision results 

on 30% testing data based on the AdaBoost and 

Random Forest algorithm models to find out whether 

the VIM selection feature is more effective than the GA 

(Genetic Algorithm) and RFE (Recursive Feature 

Elimination) selection features or not. 

Research [6] examines the use of PCA selection 

features with classification using PNN (Probabilistic 

NN), LDA (Linear DA) and KNN algorithms. The 

testing data used is 40%, 25%, and 10%. Because the 

10% testing data used is the same as this study the 

results are only displayed in the 10% testing data 

section, the following are the results of the research [6], 

for the KNN algorithm on the WDBC dataset, the 

accuracy is 97.77%, sensitivity or recall is 98.08%, and 

precision or positive predictive value is 95.78%. The 

difference that wants to be carried out in this study is to 

compare the results of the KNN algorithm on 10% 

testing data and evaluation, especially on accuracy, 

recall and precision. 

The purpose of this study is to determine the best feature 

selection between Genetic Algorithm (GA) and 

Recursive Feature Elimination (RFE) by displaying the 

results as well as discussing the results of the evaluation 

of accuracy, precision, recall and f1 score on the six 

algorithms used, the algorithms are Logistic 

Regression, Support Vector Machines, Naïve Bayes, K-

Nearest Neighbors, Random Forest and AdaBoost 

based on 10%, 20%, and 30% testing data that have high 

dimensions in the data. 

The method used is part of Supervised Classification 

with an evaluation in the form of an average class label, 

and an average evaluation value in the form of accuracy, 

precision, recall, F-measure, and so on [7]. Then the 

method used is Wrapper feature selection, namely 

Recursive Feature Elimination (RFE) with Genetic 

Algorithm (GA). The logic of the wrapper method is the 

first process by creating a learning model using a subset 

of features and by repeatedly (backward or foreward) 

training a prediction model using these features. Based 

on the results of the model, the irrelevant ones are 

removed [8]. Wrapper methods are used to generate 

more model-based solutions [9]. One of the models is 

the RFE method [10]. RFE itself is used to improve 

classification performance by optimizing a subset of 

features [11] by giving each feature a weight to 

determine the ranking based on the importance of the 

feature [12] and of course also based on some specific 

machine learning method chosen [11]. Since its first 

implementation in 1989, the Genetic Algorithm (GA) 

has served as a search algorithm. Then this algorithm in 

the last three years made fantastic developments in 

research on Feature Selection (FS), with global search 

capabilities, able to optimize population-based 

metaheuristics [13]. 

In this paper, the methods used are Recursive Feature 

Elimination (RFE) and Genetic Algorithm (GA) as 

feature selection and Logistic Regression (LR), Support 

Vector Machines (SVM), Naïve Bayes, K-Nearest 

Neighbor (KNN), AdaBoost, and Random Forest (RF) 

as classification. In RFE features, X and y are initialized 

as well as converted from string to float on y, where X 

is a total of 30 features and y is the class, then feature 

selection is performed using the RFE library with 

parameters (SVC estimator with linear kernel, total 

features selected, and step of 1). After that, split data is 

performed with X new RFE features and y. Then 

classification is carried out using the six algorithms 

above using weighted average and macros on precision, 

recall and f1, but for the six algorithms without any 

parameters. In the GA feature, first initialize X and y, 

where X is a total of 30 features and y is the class 

dataset, then perform feature selection with the 

GAFeatureSelectionCV library with parameters 

(estimator using SVC with gamma auto, generations 80, 

and cv as many as 3) then split data with X new GA 

features and y. Then do split data with X new features 

and y. Then classification is carried out using the six 

algorithms above using average weighted and macros 

on precision, recall and f1, but for the six algorithms 

without any parameters. 

It is hoped that this research can be useful for further 

researchers in terms of comparing the use of GA and 

RFE selection features with the algorithms used are 

Logistic Regression, Support Vector Machines, Naïve 

Bayes, K-Nearest Neighbors, Random Forest and 

AdaBoost in terms of accuracy, precision, recall and f1 

score results based on 10%, 20%, and 30% testing data 

on high-dimensional data. 

The main contributions of this research are: (1) Logistic 

Regression, Support Vector Machines, Naïve Bayes, K-

Nearest Neighbors, Random Forest and AdaBoost 

algorithms can be proposed to detect breast cancer, (2) 

Can find out which selection feature is the best between 

GA and RFE by minimizing the number of features that 

are to be small so that it can improve accuracy results.  
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Figure 1. High-dimensional Data Classification Evaluation System 

2. Research Methods 

Figure 1 shows the research method for evaluating the 

use of feature selection for high-dimensional data 

classification based on the average of all classes in the 

dataset. 

The initial stage is the dataset, the dataset used is wdbc, 

and this dataset comes from the UC Irvine Machine 

Learning Repository. The Wdbc dataset stands for 

Wisconsin Diagnostic Breast Center so it discusses 

breast diagnosis in Wisconsin. The wdbc dataset has a 

total of 32 columns, including 30 columns of features to 

be tested, one column is a class consisting of Benign (B) 

and Malignant (M) and the last column is the id not 

used. 

At the Conversion class y stage, the X (all features of 

the wdbc dataset) and y (class of the wdbc dataset) data 

are first determined, which are then converted only to 

the RFE selection feature model because the class y of 

the WDBC dataset in the form of B (benign) and M 

(malignant) is a string so it is converted to B: 0, and M: 

1. 

The two features selection (FS) used are Recursive 

Feature Elimination (RFE) and Genetic Algorithm 

(GA). Both FSs are used on the wdbc dataset and then 

compared to produce an average evaluation of the use 

of the algorithm model from all classes or labels. 

Calculation of evaluation results on algorithms with the 

average of all classes or labels. Then the way the FS 

works in this research, after X and y data are initialized 

feature selection is carried out which will produce True 

and False in GA, where True is the selected feature, and 

False is the discarded or removed feature. Meanwhile, 

the RFE feature selection produces a number ranking, 

where the 1st order is the selected feature. For clarity, 

here is a description of the RFE and GA selection 

features. 

The RFE selection feature used in previous research 

applies random forest with cross-validation to maintain 

the height of accuracy of large data [14].  Then in 

research [15] examined several novels with random by 

measuring using mutual information and RFE with 

Support Vector Machine (SVM) as the estimator. 

Results with 99% accuracy were obtained using 316 

genes out of 3571. In researcher [16] examined using 

MGRFE for cancer classification, it was concluded that 

the MGRFE method is feasible to generalize to 

problems in high-dimensional data with large p small n 

paradigm characteristics and applied in several fields. 

Researchers [17] used the SVM-RFE and GA models to 

diagnose Parkinson's disease, this is used as a review 

because it uses the same method to compare the 

accuracy of the results that will be obtained later. 

Obtained accuracy results using Genetic Algorithm and 

SVM-RFE of 88.71% increased by 1.02% and sensivity 

increased from 52.08% to 70.83%. In this study, RFE 

without cross-validation is used to select the most 

optimal features with six different algorithms that aim 

to calculate the final evaluation results on accuracy, 

precision, recall and f score based on weighted and 

macro. The way RFE works in this study is by 

determining X and y, where X is the number of all 

features or labels, and y is the class. Then determine the 

estimator, the estimator used is SVR with a linear 

kernel. Then determine the selector with the RFE 

library with estimator parameters, the number of 

features to be tested follows the total number of GA 

selection features, and step. Then the selector is ranked 

to proceed to the next process. 

GA selection features in previous studies were used to 

classify bank marketing data, but the selection features 

used were still unable to improve the accuracy of the 

algorithms used in bank marketing data classification 

[18]. Researchers [19] on the classification of positive 

and negative Go-Jek reviews using SVM, obtained GA-

SVM results with an accuracy of 0.895, while using 

SVM only 0.621.  In researcher [20] using the feature 

selection method based on isolation weight, it was 

found that the weight of the feature on the f-value can 

signification increase the efficiency of using the 

selection feature and reduce the error rate which is 

similar to relieving the pressure on classification 

calculations. In this study, GA was used for feature 

selection with 80 genes to minimize overfitting in other 

data, then combined with six different methods to 

calculate the evaluation results of accuracy, precision, 

recall and f score based on weighted and macro. The 

workflow of GA feature selection is almost the same as 

RFE, the difference is that the estimator part uses a 

Support Vector Machine (SVM) with gamma auto, and 

the selector library used is GAFeatureSelectionCV with 

estimator parameters, genes of 80, and cross-validation 
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of 3. Then display True or False output to determine 

whether or not to use it for the next process. 

After the features have been selected, the next step is to 

replace X data with new features that have been selected 

previously with a split testing data ratio of 10%, 20%, 

and 30%. The way this stage works is by determining 

the specific X data according to the columns or features 

that have been selected in the GA and RFE selection 

features. 

The calculation uses machine learning algorithm 

methods, the details of the algorithms used are Logistic 

Regression, K-Nearest Neighbors (KNN), Support 

Vector Machines (SVM), Random Forest, AdaBoost, 

and Naïve Bayes. This stage uses weighted averages 

and macros to calculate the final evaluation based on the 

average of each label with outputs such as accuracy, 

precision, recall and F score. Weighted is used if the 

classes have a balanced distribution of samples that can 

provide an indicator of the overall performance of the 

model. Macros are used if the classes have an 

unbalanced number of samples to provide an overview 

of the performance of the minority class or the smallest 

sample. The following is an explanation of the above 

algorithm. 

Logistic regression is a form of regression analysis used 

when the response variable is binary [21]. variable is 

binary [21]. This method is used to calculate only the 

four evaluations of accuracy, precision, recall and f 

score. Formula 1 is used for classification regression 

analysis if a small sample is used on high-dimensional 

data depending on the data. 

2 log 𝐿(𝐷0 |𝑀𝑗) = 2 log 𝐿 (𝐷0|𝑀0) + 𝑡               (1) 

t is a random variable sampled from a c2 distribution 

with df degrees of freedom. Then L(D0 | Mj) is the 

maximum likelihood under a single logistic regression, 

and Mj and D0 are surrogate data. 

K-Nearest Neighbors (KNN) is a theory that has strong 

properties. As the data size increases the algorithm is 

guaranteed to produce an upper bound error rate no 

more than twice the optimal achievable [21]. Here is a 

strong theory of the property. 

P (x, y) = 0 if x=y 

P (x, y) = p (y, x) 

P (x, y) ≤ p (x, z) + p(z,y) for z is a set of X. 

Support Vector Machines (SVM) is one of the standard 

algorithms currently used for machine learning [21]. 

Formula 2 is used to classify high-dimensional data. 

𝑆 = ((𝑥1, 𝑦1), … , (𝑥, 𝑦))  ⊆ (𝑋 𝑥 𝑌)             (2) 

X and Y denote the input space and output domain. 

Then the classification binary Y ∈ {-1,1} and the 

classification class Y = {1,2,…m}. Then finally for is 

the number of examples and xi, i = 1,2,...  is an n-

dimensional column vector (to generate row vectors). 

Random forest has the advantage of processing the 

original training data which makes this method one step 

ahead of other methods. One step ahead is in the random 

selection of features performed on each node of the tree. 

The way it works is that a subset of features is randomly 

selected from the entire feature set, and the best features 

will be sought to divide certain nodes to improve 

predictions in the final evaluation results in this study 

[21].  Formula 3 is the result of a random forest, namely 

out-of-bag (OOB) where the label Cbag(xi) is compared 

with the actual label yi and the unbiased error estimate 

for OOB can be described by the formula. 

𝑁−1 ∑ 𝐼𝑁
𝑖=1 (𝐶𝑏𝑎𝑔(𝑥𝑖) ≠ 𝑦𝑖               (3) 

I is an indicator function whose value is 1, otherwise, if 

Cbag (xi) ≠ yi is true and 0. 

The way the AdaBoost algorithm works is that the 

hypothesis is performed with a large enough set of 

training examples that are unlikely to be wrong, in other 

words, the approximately correct hypothesis is the one 

that has an error probability bounded by a small positive 

constant ε. Formula 4 is the final formula to get a 

prediction by combining Ym with Xtest. 

𝑌𝑚(𝑋𝑡𝑒𝑠𝑡) = 𝑠𝑖𝑔𝑛(∑ 𝑎𝑚(2𝑦𝑚(𝑋𝑡𝑒𝑠𝑡) − 1) 𝑀
𝑚=1 )       (4) 

It is assumed that the classifier can cope with the 

weighted case. In other words, cases are selected as 

possible with weights until the data set is as large as the 

original training set. 

Naïve Bayes is a feature that assumes independent 

features allowing it to reduce the problem of multiple 

variations of dimension D to protect against overfitting. 

Then in terms of classification, when calculating the 

accuracy of naïve Bayes classification, it is 

recommended to use selection features to enable the 

accuracy to be improved [22]. Formula 5 is a feature 

that is assumed to be conditionally independent in the 

calculation of naïve Bayes. 

𝑃(𝐶𝑗|𝐴)  ∝ P(𝐶𝑗) ∏ 𝑃(𝐴𝑖|𝐶𝑗)𝐷
𝑖=1               (5) 

The feature vector A consists of individual features Ai, 

i = 1,..., D. Then assuming independent features reduces 

the multi-dimensional variation D in the problem of 

(estimating P(A1,..., AD|Cj) ) to a univariate problem 

with (estimating P(A1|Cj),...., P(AD|Cj) ). 

The last stage is evaluation, after the evaluation of the 

model on the wdbc dataset is obtained, then an 

evaluation is carried out or provides an explanation 

related to the relationships of accuracy, precision, recall 

and F-score results based on the average of each 

weighted table. The following is an explanation of the 

evaluation. 

Accuracy is the number of correct predictions (TP and 

TN) divided by the number of all samples. Formula 6 is 

the formula for calculating accuracy. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
TP+TN

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
              (6) 
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TP is true positive or true positive, TN is true negative 

or true negative, FP is false positive or false positive, 

and FN is false negative or false negative. In the 

evaluation if an algorithm has more true positives and 

true negatives while fewer false positives and false 

negatives then it gives more reasonable and better 

results than other algorithms. 

Precision is used to measure how many samples 

predicted to be positive turn out to be positive (true 

positive).  Formula 7 is a precision measurement to 

determine TP (true positive or true positive). 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
               (7) 

TP is true positive, and FP is false positive. This 

precision is specifically used to limit the number of 

false positives. In other words, the limit should not be 

more than it should be, so it is expected to have a high 

precision value. 

Recall is used to measure how many positive samples 

are captured by positive predictions. Formula 8 is a 

measurement of recall. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                (8) 

TP is true positive, FN is false negative. Recall is used 

specifically to avoid false negatives. 

F-score is the combined harmonic mean between 

precision and recall. In evaluation, it is better to look at 

the F score rather than comparing recall and precision 

because the two evaluations are inversely proportional, 

if precision is higher then recall will be lower and vice 

versa if recall is higher then precision will be lower. 

Formula 9 is the f-score calculation formula. 

𝐹 = 2 .  
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 − 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
               (9) 

From the above formulas, recall remains a better 

evaluation measure than accuracy on unbalanced 

classification datasets. However, the f-score is more 

difficult to interpret and explain than accuracy. 

3. Results and Discussions 

The dataset used is only one, namely WDBC. The 

WDBC (Wisconsin Diagnostic Breast Center) dataset 

was created by William Wolberg, Olvi Mangasarian, 

Nick Street, and W. Street. This dataset comes from the 

UC Irvine Machine Learning Repository with a total of 

569 data and a total of 30 features. This dataset 

discusses the diagnosis of Wisconsin women with 

breast cancer. Features were calculated from digitized 

images of fine needle aspirations (FNA) of breast 

masses. Ten real-valued features were calculated for 

each cell nucleus: Radius, texture, perimeter, area, 

smoothness, compactness, concavity, concave point, 

symmetry, and fractal dimension. 

3.1 Results 

Before comparison, accuracy does not need to use the 

average parameter, so there is no need to use weighted 

and macro. This is because accuracy itself can calculate 

the overall truth prediction whereas the accuracy library 

already includes the overall average on true positives 

and negatives.  

Table 1. Accuracy Results Using RFE Feature Selection 

Split Ratio Accuracy Value 

Training Testing Logistic Regression KNN SVM Random Forest AdaBoost Naive Bayes 

90 10 98.25% 94.74% 98.25% 94.74% 98.25% 91.23% 

80 20 96.49% 92.98% 93.86% 96.49% 92.98% 92.11% 

70 30 95.91% 91.81% 91.81% 92.98% 95.91% 92.40% 

Table 2. Accuracy Results Using GA Feature Selection 

Split Ratio Accuracy Value 

Training Testing Logistic Regression KNN SVM Random Forest AdaBoost Naive Bayes 

90 10 98.25% 94.74% 98.25% 98.25% 98.25% 92.98% 

80 20 96.49% 92.98% 93.86% 92.98% 92.98% 91.23% 

70 30 95.91% 95.32% 92.98% 93.57% 95.32% 91.81% 

Comparison of the results of using feature selection is 

carried out by describing the results of accuracy, 

precision, and recall to f-score. Beginning in Tables 1, 

and 2 is a table that describes the evaluation results of 

the accuracy value of the RFE and GA selection 

features. It was found that 10% of testing data on RFE 

with the highest accuracy value was obtained by the 

Logistic Regression, SVM, and AdaBoost model with 

an average value of 98.25%. Then the data testing is 

20% the highest accuracy value on the Logistic 

Regression model, and the Random forest is 96.49%. 

Then 30% testing data, the highest accuracy value is 

obtained by the Logistic Regression and AdaBoost 

models of 95.91%.  

For the results of the GA selection feature. It was found 

that the 10% testing data with the highest accuracy 

value was held by the Logistic Regression, SVM, 

Random Forest, and AdaBoost models with a value of 

98.25%, then in the 20% testing data the highest 

accuracy value was obtained at 96.49% in the Logistic 

Regression model, then in the 30% testing data, the 

highest accuracy value was 95.91% in the Logistic 

Regression model. 
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Before comparison, this precision is used to determine 

the positive prediction value is correct, in precision 

false positive has more impact than false negative 

because what is predicted in false positive may be part 

of the negative. 

Table 3. Weighted Precision Results Using RFE Feature Selection 

Split Ratio Precision Value 

Training Testing Logistic Regression KNN SVM Random Forest AdaBoost Naive Bayes 

90 10 98.36% 94.69% 98.29% 94.91% 98.36% 92.26% 

80 20 96.49% 93.05% 93.88% 95.66% 93.37% 92.68% 

70 30 95.90% 91.81% 91.85% 92.98% 95.90% 92.54% 

Table 4. Precision Macro Results Using RFE Selection Features 

Split Ratio Precision Value 

Training Testing Logistic Regression KNN SVM Random Forest AdaBoost Naive Bayes 

90 10 96.88% 94.10% 98.84% 92.53% 96.88% 87.61% 

80 20 96.10% 93.35% 94.02% 96.10% 91.61% 90.62% 

70 30 95.64% 90.94% 91.99% 92.24% 95.64% 91.25% 

Table 5. Weighted Precision Results Using GA Feature Selection 

Split Ratio Precision Value 

Training Testing Logistic Regression KNN SVM Random Forest AdaBoost Naive Bayes 

90 10 98.36% 94.69% 98.29% 98.36% 98.36% 93.51% 

80 20 96.49% 93.05% 93.88% 93.37% 93.37% 91.65% 

70 30 95.93% 95.31% 93.39% 93.60% 95.32% 91.90% 

Table 6. Precision Macro Results Using GA Feature Selection 

Split Ratio Precision Value 

Training Testing Logistic Regression KNN SVM Random Forest AdaBoost Naive Bayes 

90 10 96.88% 94.10% 98.84% 96.88% 96.88% 89.93% 

80 20 96.10% 93.35% 94.02% 91.61% 91.61% 89.75% 

70 30 95.32% 95.18% 94.47% 92.24% 94.82% 90.72% 

Tables 3, 4, 5, and 6 are tables that explain the 

evaluation results of the weighted and macro precision 

values on the RFE and GA selection features. The 

highest precision results of the RFE selection feature 

were obtained on 10% testing data with a weighted 

average of 98.36% in the LR and AdaBoost models, 

while the macro was 98.84% in the SVM model, then 

20% testing data with a weighted average of 96.49% in 

the LR model, while the macro was 96.10% in the LR 

and RF models, then on 30% testing data with a 

weighted average of 95.90% in the LR and AdaBoost 

models, while the macro was 95.64% in the LR and 

AdaBoost models.  

Furthermore, the highest precision results of GA 

selection features were obtained in 10% testing data 

with a weighted average of 98.36% in LR, RF and 

AdaBoost models, while macros were 98.84% in the 

SVM model, then 20% testing data with a weighted 

average of 96.49% in the LR model, while macros were 

96.10% in the LR model, then in 30% testing data with 

a weighted average of 95.93% in the LR model, while 

macros were 95.32% in the LR model. 

Before comparison, Recall/sensitivity is used to 

determine the true positive prediction value, even 

though it is predicted false negative it could be a true 

positive.  

Tables 7, 8, 9 and 10 are tables that explain the 

evaluation results of the recall/sensitivity values of 

weighted and macro on the RFE and GA selection 

features.  

 

Table 7. Weighted Recall Results Using RFE Feature Selection 

Split Ratio Recall Value 

Training Testing Logistic Regression KNN SVM Random Forest AdaBoost Naive Bayes 

90 10 98.25% 94.74% 98.25% 94.74% 98.25% 91.23% 

80 20 96.49% 92.98% 93.86% 95.61% 92.98% 92.11% 

70 30 95.91% 91.81% 91.81% 92.98% 95.91% 92.40% 
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Table 8. Macro Recall Results Using RFE Selection Features 

Split Ratio Recall Value 

Training Testing Logistic Regression KNN SVM Random Forest AdaBoost Naive Bayes 

90 10 98.81% 92.14% 96.67% 94.29% 98.81% 91.90% 

80 20 96.10% 87.03% 87.74% 92.82% 91.49% 92.15% 

70 30 95.27% 90.14% 91.08% 93.53% 93.93% 91.79% 

Table 9. Weighted Recall Results Using GA Feature Selection 

Split Ratio Recall Value 

Training Testing Logistic Regression KNN SVM Random Forest AdaBoost Naive Bayes 

90 10 98.25% 94.74% 98.25% 98.25% 98.25% 92.98% 

80 20 96.49% 92.98% 93.86% 92.98% 92.98% 91.23% 

70 30 95.91% 95.32% 92.98% 93.57% 95.32% 91.81% 

Table 10. Macro Recall Results Using GA Feature Selection 

Split Ratio Recall Value 

Training Testing Logistic Regression KNN SVM Random Forest AdaBoost Naive Bayes 

90 10 98.81% 92.14% 96.67% 98.81% 98.81% 93.10% 

80 20 96.10% 90.97% 92.26% 93.44% 93.44% 91.49% 

70 30 95.67% 94.42% 90.23% 92.24% 94.82% 91.34% 

The highest recall/sensitivity results of RFE selection 

features were obtained on 10% of testing data with a 

weighted average of 98.25% on LR, SVM, and 

AdaBoost models, while macros were 98.81% on LR, 

AdaBoost models, then 20% testing data with a 

weighted average of 96.49% on LR models, while 

macros were 96.10% on LR models, then on 30% 

testing data with a weighted average of 95.91% on LR 

and AdaBoost models, while macros were 95.27% on 

LR models.  

Furthermore, the highest recall/sensitivity results of GA 

selection features are obtained in 10% testing data with 

a weighted average of 98.25% in LR, SVM, RF and 

AdaBoost models, while macros are 98.81% in LR, RF, 

AdaBoost models, then 20% testing data with a 

weighted average of 96.49% in the LR model, while 

macros are 96.10% in the LR model, then in 30% testing 

data with a weighted average of 95.91% in the LR 

model, while macros are 95.67% in the LR model. 

Before comparison, the F1 score is used to measure the 

balance between precision and recall or sensitivity. 

Table 11. Weighted F-Score Results Using RFE Feature Selection 

Split Ratio F-Score Value 

Training Testing Logistic Regression KNN SVM Random Forest AdaBoost Naive Bayes 

90 10 98.26% 94.68% 98.23% 94.79% 98.26% 91.46% 

80 20 96.49% 92.88% 93.80% 95.63% 93.06% 92.21% 

70 30 95.90% 95.90% 95.90% 95.90% 95.90% 92.44% 

Table 12. Macro F-Score Results Using RFE Selection Features 

Split Ratio F-Score Value 

Training Testing Logistic Regression KNN SVM Random Forest AdaBoost Naive Bayes 

90 10 97.78% 93.06% 97.69% 93.35% 97.78% 89.34% 

80 20 96.10% 92.00% 93.05% 96.10% 92.38% 91.47% 

70 30 95.45% 90.94% 90.71% 92.24% 95.45% 91.69% 

Table 13. Weighted F-Score Results Using GA Feature Selection 

Split Ratio F-Score Value 

Training Testing Logistic Regression KNN SVM Random Forest AdaBoost Naive Bayes 

90 10 98.26% 94.68% 98.23% 98.26% 98.26% 93.12% 

80 20 96.49% 92.88% 93.80% 93.06% 93.06% 91.32% 

70 30 95.91% 95.30% 92.81% 93.58% 95.32% 91.84% 
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Table 14. Macro F-Score Results Using GA Feature Selection 

Split Ratio F-Score Value 

Training Testing Logistic Regression KNN SVM Random Forest AdaBoost Naive Bayes 

90 10 97.78% 93.06% 97.69% 97.78% 97.78% 91.31% 

80 20 96.10% 92.00% 93.05% 92.38% 92.38% 90.48% 

70 30 95.49% 94.78% 91.88% 92.24% 94.82% 91.01% 

Tables 11, 12, 13, and 14 are tables that explain the 

evaluation results of the F1 score weighted and macro 

values on the RFE and GA selection features. The 

highest F1 score results from the RFE selection feature 

were obtained in 10% of testing data with a weighted 

average of 98.26% in the LR model, and AdaBoost, 

while the macro was 97.78% in the LR model, 

AdaBoost, then 20% testing data with a weighted 

average of 96.49% in the LR model, while the macro 

was 96.10% in the LR and RF models, then in 30% 

testing data with a weighted average of 95.90% in the 

LR, KNN, SVM, RF and AdaBoost models, while the 

macro was 95.45% in the LR and AdaBoost models.  

Furthermore, the highest F1 score results from GA 

selection features are obtained in 10% testing data with 

a weighted average of 98.26% in LR, RF and AdaBoost 

models, while macros are 97.78% in LR, RF, AdaBoost 

models, then 20% testing data with a weighted average 

of 96.49% in the LR model, while macros are 96.10% 

in the LR model, then in 30% testing data with a 

weighted average of 95.91% in the LR model, while 

macros are 95.49% in the LR model. 

So the topic of this research is a comparison of the use 

of selection features between RFE and GA using six 

classification algorithms on the WDBC dataset which 

discusses women in the Wisconsin region who are 

diagnosed with breast cancer. We will further discuss 

the results of accuracy, precision, recall/sensitivity, and 

f1 score related to breast cancer diagnosis in the 

discussion section. 

3.2 Discussion 

Before comparison with previous research, there is 

some validity information that needs to be considered, 

namely in the wdbc dataset in this study the number of 

classes B: M is 357: 212. Then in the comparison later 

what is used is weighted because weighted can provide 

indicators of overall model performance between 

benign and malignant classes, while macros are used to 

provide indicators of model performance in the 

minority class or smallest number of classes, where the 

smallest in this dataset is Malignant. Then the six 

algorithms used in this study use default parameters 

according to their respective rules because the purpose 

of this study is to present an overall picture with the use 

of 2 selection features along with which algorithm is the 

best or highest. 

Comparison of 20% testing data results. In research [3] 

using the HSW (Heuristic Search Wrappers) selection 

feature with autoencoder optimization and MBE 

(Model Based Elimination) with the AMBER algorithm 

obtained an accuracy of 96.78%. While in this study 

using RFE and GA selection features has the same 

highest accuracy of 96.49% on the LR (Logistic 

Regression) model. From these results, research [3] is 

better by 0.29%. Regarding the same wdbc dataset used, 

then because previous researchers have higher 

accuracy, it can affect the diagnosis test including 

benign or malignant breast cancer. 

In research [4] obtained results using the CCEA 

selection feature with the NB, SVM, KNN, RF, and LR 

algorithms. Of all the research algorithms [4] which has 

the highest accuracy is RF at 93.32%, while in this study 

the RFE and GA selection features have the highest 

accuracy comparable to 98.25% where the GA 

algorithm model is LR, SVM, RF and AdaBoost, while 

RFE without any RF algorithm. From this comparison, 

this research is better by 4.93%. Then for precision, 

recall, and the best f1 score in research [4] is RF at 

93.30%, while in this study RFE and GA have the 

highest precision comparable to 96.49% with the LR 

algorithm model, then the recall value of RFE and GA 

is comparable to 98.25% where the GA algorithm 

model is LR, SVM, RF, and AdaBoost, while RFE is 

without RF, then the f1 score value of RFE and GA is 

comparable to 98.26% where the GA algorithm model 

is LR, RF and AdaBoost, while RFE is LR and 

AdaBoost. From the comparison of precision, recall and 

f1 score, this research is better by 3.19%, 4.95%, and 

4.96% respectively. So the conclusion when compared 

to research [4] is that this research is better at evaluating 

the accuracy, precision, recall and f1 score by 4.93%, 

3.19%, 4.95%, and 4.96% respectively. Then about 

datasets that both use WDBC, because in terms of 

overall evaluation this research has a higher percentage 

than in terms of diagnosis tests, determining predictions 

whether the whole is positive including in the false 

positive section, if there is a negative then it is 

discarded, then determining positive predictions on 

false negative (fn), it could be that the fn is a true 

positive (tp), and finally in managing the balance 

between recall and precision. 

In research [5] using VIM selection features with 

AdaBoost and RF to compare with this research. The 

training data used is 30%.  The accuracy of AdaBoost 

and RF was 93.33%, and 96.37%, respectively. while in 

this study, it was obtained that the AdaBoost model had 

better RFE selection features with an accuracy of 

95.91%, than for the RF model, the GA selection feature 
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was better with an accuracy of 93.57%. From the 

comparison of these accuracy results in the AdaBoost 

model, this research is better with a distance of 2.58% 

with these results the RFE selection feature is better 

than the VIM selection feature, then conversely in the 

RF model, the VIM selection feature is better than the 

GA with a distance of 2.8%. In research [5] the 

precision results of the AdaBoost and RF algorithm 

models are 91.15% and 95.97% respectively, while in 

this study in the AdaBoost model, the RFE selection 

feature is better with a precision of 95.90%, then in the 

RF model the GA selection feature is better with a 

precision of 93.60%. From the comparison of the 

precision results, the AdaBoost model is better than this 

research with a distance of 4.75% so in terms of 

diagnosis test, the RFE-AdaBoost selection feature is 

better. Then on the other hand, for the RF algorithm, the 

VIM selection feature is better than GA with a distance 

of 2.37% so in terms of accuracy when in the false 

positive section (fp) all positives are better VIM-RF 

selection features. 

In research [6] PCA selection features using the KNN 

algorithm on 10% testing data to compare with this 

research. In research [6] obtained an accuracy of 

97.77%, precision of 95.78%, and recall of 98.08%, 

while in this study RFE and GA have the same highest 

results, namely the accuracy of 94.74%, precision of 

94.69%, recall of 94.74%. From these results, the 

distance of the accuracy value is 3.03%, the distance of 

the precision value is 1.09%, and the recall distance is 

3.34%, the three evaluations are better when using the 

PCA selection feature, in other words, in terms of 

diagnosis testing, determining the accuracy of the false 

positive (FP) section whether all of them are positive, 

and determining whether in the false negative section, 

whether all of them are negative, it is all better for 

researchers [6] using the PCA-KNN selection feature. 

4.  Conclusion 

In this paper, from the results of using RFE and GA 

selection features in selecting features with support 

using machine learning algorithms including Logistic 

Regression, Naïve Bayes, KNN, Support Vector 

Machines, AdaBoost, and Random Forest tested on the 

wdbc dataset, overall the GA selection feature is better 

from accuracy to average Weighted and macro on 

precision, recall and f1 score for selecting on high-

dimensional data. 

It is expected that in the future there needs to be in-

depth literacy related to the use of parameters in the GA 

and RFE selection features as well as understanding the 

use of parameters in the algorithm that you want to use, 

with that hopefully evaluation results such as accuracy, 

precision, recall and f1 score have results that are close 

to 99%. 
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