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Abstract  

The fundamental problem in this research is to explore a more profound understanding regarding both performance and 

efficiency in quantity computing. Successful implementation of algorithms in computational computing environments can 

unlock the potential for significant improvements in information processing and neural network modelling. This research 

focuses on developing the Madaline and Perceptron algorithm using a quantum approach. This study compares the two 

algorithms regarding the accuracy and epoch of the test results. The dataset used in this study is using a lens dataset. There 

are four attributes: 1) patient age: young, pre-presbyopia, presbyopia 2) eyeglass prescription: myopia, hypermetropia 3) 

astigmatic: no, yes. 4) tear production rate: reduced, normal. There are three classes: 1) patients must have hard contact 

lenses installed, 2) patients must have soft contact lenses installed, and 3) patients cannot have contact lenses installed. The 

number of data is 24 data. The result of this research is the development of the Madaline and Perceptron algorithms with a 

quantum computing approach. Comparing these algorithms shows the best accuracy is the Perceptron algorithm, namely 

100%. In comparison, Madaline is 62.5%, and the smallest epoch is the Madaline algorithm, namely 4 epochs, while the 

smallest Perceptron epoch is 317.  This research significantly contributes to developing computing and neural networks, with 

potential applications extending from data processing to more accurate modelling in artificial intelligence, data analysis and 

understanding complex patterns. 
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1. Introduction  

Quantum systems involve counter-intuitive patterns 

that classical systems cannot manufacture properly, and 

it is acceptable to speculate that computer programs 

may outperform classical computers on computer 

vision tasks [1]. The authors of this paper [2] presented 

a spin-star model for spin-(1/2) particles to investigate 

the unit coherence dynamics of a quantum neural 

network (QNN). The authors studied the time domain 

core spin consistency of a spin system approach in a 

dissipative system, concentrating on quantum 

consistency as a natural resource for quantum 

mechanics. The scientists discovered that the 

Heisenberg XX-type clutch was preferable for the spin 

calibration period and that increasing ambient spins 

merely prolonged coherence duration in this coupling 

strategy.   

The choice of Madaline and Perceptron for research 

using a quantum computing approach reflects the desire 

to explore the potential for optimizing existing 

algorithms in a more sophisticated computing context 

and understanding their impact on the development of 

neural networks and artificial intelligence applications 

in general. By understanding the basics of classical 

algorithms, research can develop new approaches or 

modify those algorithms to suit the advantages of 

quantum computing better.  

This research [3] illustrates how quantum circuits are 

used in data classification. Applying the principles of 

quantum mechanics and quantum computing, this 

research has explored how quantum algorithms can 

process data and distinguish complex patterns more 

efficiently than classical computers. This research has 

highlighted the potential advantages of using quantum 

computing in data classification, such as handling 

https://doi.org/10.29207/resti.v8i2.5502
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highly complex problems with shorter processing times 

than possible with classical computers.   

This research [4] discusses methods for thinking about 

or estimating harmonics in an electric power system. 

The method used in this research is a hybrid algorithm 

that combines the new Least Squares and Adaline 

(Adaptive Linear Neuron) techniques. This method was 

developed to increase the accuracy of harmonic 

estimation in electrical energy systems to identify and 

reduce harmonic distortion that can harm electrical 

energy systems. This research can help optimize power 

system performance by improving harmonic 

estimation, reducing interference and increasing 

efficiency. 

This research [5] focuses on object segmentation using 

a spray robot based on a Multilayer Perceptron artificial 

neural network. This research aims to develop an object 

segmentation method that can be implemented by a 

spray robot using Multilayer Perceptron artificial neural 

network technology. Object segmentation is dividing an 

image into different parts, allowing a robot to recognize 

and understand its surrounding environment better. By 

applying Multilayer Perceptron technology, this 

research seeks to increase the accuracy and efficiency 

of robots in distinguishing different objects in their 

surroundings. By utilizing the pattern recognition 

capabilities of artificial neural networks, spray robots 

can understand the surrounding environment in more 

depth, which can then be used in various applications 

such as agriculture, industry, and the environment.  

This research [6] aims to develop a multi-layer 

perceptron network to classify land cover in 

hyperspectral images. Hyperspectral imagery is 

imagery recorded in multiple spectral channels, 

providing detailed information about objects on the 

Earth's surface. This research develops a multi-layer 

perceptron network by considering spectral and spatial 

information from hyperspectral images. This approach 

allows the network to understand complex features of 

images, including the spatial relationships between 

adjacent pixels. This research aims to improve accuracy 

and efficiency in classifying land cover from 

hyperspectral images by utilizing powerful pattern 

recognition capabilities of multi-layer perceptron 

networks. More accurate and detailed classification 

results can be achieved through the combination of 

spectral and spatial information.  

Research[7] focuses on developing and applying 

universal Quantum Perceptrons for quantum machine 

learning. This research uses Quantum Perceptrons as 

the basic unit in developing quantum machine learning 

algorithms. Quantum Perceptrons refers to 

computational models that adopt the principles of 

quantum mechanics in the decision-making and data 

analysis processes. This study aims to explain the 

potential use of Quantum Perceptrons in quantum 

machine learning, including computational capability 

analysis, pattern recognition, and efficient data 

classification using quantum mechanical concepts. By 

applying the basic principles of quantum mechanics, 

Quantum Perceptrons can overcome some of the 

limitations associated with classical models, such as the 

ability to exploit superposition and entanglement. 

This research [8] studies a quantum neural network that 

uses a perceptron model with dissipative characteristics 

(experiencing energy reduction) in the context of 

training capabilities and adaptation to input data. This 

training process is important because it allows the 

network to develop internal representations capable of 

recognizing patterns and performing machine-learning 

tasks. This research aims to understand and examine 

how quantum neural networks with dissipative 

properties can be trained effectively. Through this 

analysis, efficient ways to train such networks can be 

found, as well as understand the limitations and 

challenges associated with the training process in the 

context of quantum mechanics.    

This research demonstrates sophistication by utilizing a 

quantum computing approach to compare the Madaline 

algorithm with the Perceptron. This approach has the 

potential to overcome the limitations of classical 

computing in information processing while 

simultaneously improving the efficiency and 

performance of machine learning algorithms. 

Leveraging the advantages of quantum computing, this 

research can provide deeper insights and more effective 

solutions in addressing classification and learning 

problems within the artificial intelligence domain. 

This study's primary focus is to explore substitutes for 

the Madaline and Multi-Layer Perceptron algorithms 

through a comparative analysis of these two algorithms 

using a quantum computing approach. Quantum 

computing operates with qubits that can represent a 

state of 1, 0, or a superposition of both, with the 

anticipation that the utilization of this technology will 

lead to enhanced algorithmic performance. By delving 

into the potential applications of quantum computing in 

the context of these traditional algorithms, this research 

aims to offer insights into the feasibility and advantages 

of utilizing quantum computing in neural networks. 

This study aspires to pave the way for future 

advancements in computational methodologies, 

particularly in artificial intelligence and machine 

learning, to enhance the efficiency and capabilities of 

predictive models in various practical applications. 

2. Research Methods 

This research [9] applies the Adaline neural network, a 

variant of the neural model that can learn by changing 

its weights adaptively, to detect harmonics in the signal 

entering the shunt active power filter. Adaline 

(Adaptive Linear Neuron) is a simple model of artificial 

neural networks used to perform classification or 

regression on input data. This research can improve the 

performance of shunt active power filters by efficiently 

detecting harmonics, thereby allowing the filter to 
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respond to and neutralize existing harmonics 

accurately. This research uses the Adaline neural 

network to improve the filter's adaptive ability to 

respond quickly to harmonic changes in the system, 

thereby ensuring good power quality and reducing 

potentially detrimental harmonic distortion. 

This research [10] discusses the development of a 

robust deadbeat control scheme for a hybrid active 

power filter system with a reset filter and an Adaline-

based harmonic estimation algorithm. In this context, a 

Hybrid APF (Active Power Filter) is a system used to 

improve electrical power quality by eliminating 

harmonic interference and compensating for reactive 

currents. At the same time, a reset filter is a component 

used to reset certain parameters of the filter to ensure 

optimal performance. Adaline-based harmonic 

estimation algorithm uses a harmonic estimation 

algorithm that may be based on the Adaline neural 

network to detect harmonics in a system. This research 

focuses on developing a robust deadbeat control scheme 

to improve the performance of Hybrid APF. A deadbeat 

control scheme is a control method that allows the 

system to reach targets quickly and precisely. This 

control scheme was developed to ensure that the Hybrid 

APF responds quickly to harmonic changes and 

maintains good electrical power quality. 

This research [11] discusses the convergence properties 

and data efficiency of the minimum error entropy 

criterion in Adaline training. Adaline is an artificial 

neural network model that performs tasks such as 

classification and regression on input data. The 

minimum error entropy criterion is a method used to 

optimize model performance in minimizing the error 

between the output produced by the model and the 

expected target. The research focuses on understanding 

how the minimum error entropy criterion impacts 

Adaline's training. This can include an analysis of the 

convergence speed of the method, i.e., how quickly the 

model achieves the desired results, as well as an 

analysis of how efficient this criterion is in using the 

available data to train the model. This research can 

provide important insights into understanding the 

performance and limitations of the Adaline training 

algorithm based on minimum error entropy criteria. The 

results of this research can provide important guidance 

in optimizing Adaline model training, thereby 

improving model performance in different tasks. 

This research [12] concluded that food availability is 

influenced by supply, use, and population growth. Due 

to demand exceeding food availability, food deficit can 

be overcome through predictions using the Madaline 

Neural Network method. The research in West 

Kalimantan used 12 input units, two hidden units, and 

one output unit in the Madaline network. With the 

training process using 84 training data and 36 test data, 

the average prediction accuracy reached 87.88%. The 

Xavier method is used to determine the initial weights 

during training. 

Research [13] discusses using a hybrid model of multi-

layer perceptron (MLP) and whale optimization 

algorithm to predict wind speed. The research aims to 

develop an effective method for predicting wind speed, 

which is an important parameter in modelling wind 

energy resources. The proposed hybrid method 

combines the powerful modelling capabilities of MLP 

with the optimization capabilities of the whale 

algorithm to improve prediction accuracy. The whale 

algorithm is an optimization algorithm inspired by 

whale fishing behaviour, which is used to find optimal 

solutions to optimization problems. The whale 

algorithm is used to help find the optimal parameters of 

the MLP model, thereby improving the model's 

predictive ability to forecast wind speeds more 

accurately. The results of this study show that the use of 

the MLP hybrid model and whale algorithm is effective 

in predicting wind speed, which has important 

implications in wind energy resource planning and 

management. With increased prediction accuracy, this 

method can help plan wind turbine placement, estimate 

energy production, and more efficient power network 

management. 

This research [14] compares template-based and 

multilayer perceptron (MLP)-based approaches for an 

automatic question generation system. This research 

evaluates and compares the two approaches' 

performance in automatically generating questions. 

Template-based approaches use predefined rules and 

template structures to generate questions. In contrast, 

multilayer perceptron-based approaches use more 

complex neural network models to generate questions 

based on given training data. This research provides a 

deeper understanding of the advantages and 

disadvantages of each approach in generating 

automated questions. This includes an analysis of both 

approaches' speed, accuracy, and flexibility in 

generating relevant and informative questions. The 

results of this research provide important guidance in 

developing more efficient and effective automated 

question-generation systems. By understanding the 

advantages and limitations of both approaches, this 

research can provide valuable insights for developers to 

select the approach that best suits the specific needs and 

goals of an automated question generation system. 

This research [15] discusses the development of a new 

autonomous perceptron model for pattern classification 

applications. This research aims to develop a more 

independent perceptron model that is adaptive to pattern 

changes in classification applications. Perceptron is a 

simple artificial neural network model that separates 

different data classes using linear dividing lines. The 

proposed autonomous perceptron model can learn 

independently from the given data and adapt to patterns 

that change or evolve. This can provide advantages in 

the model's ability to recognize complex and varied 

patterns and use this model in various classification 

applications that require high flexibility and 

adaptability. 
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This research [16] aims to predict food production using 

Machine Learning algorithms, namely Multilayer 

Perceptron (MLP) and Adaptive Neuro-Fuzzy 

Inference System (ANFIS). Multilayer Perceptron is a 

type of artificial neural network consisting of at least 

three layers: the input layer, hidden layer, and output 

layer. Meanwhile, the Adaptive Neuro-Fuzzy Inference 

System (ANFIS) is an inference system that combines 

the intelligence of artificial neural networks and fuzzy 

inference systems. Both algorithms are used to predict 

food production. MLP is used to understand complex 

patterns in data and generate predictions based on those 

patterns. Meanwhile, ANFIS is used to study the 

relationship between given variables and produce 

predictions based on predetermined fuzzy rules. 

This research [17] aims to analyze in depth the detection 

and diagnosis of breast cancer using two types of 

artificial neural networks, namely Multi-Layer 

Perceptron Neural Network (MLP) and Convolutional 

Neural Network (CNN). MLP is an artificial neural 

network consisting of at least three layers, namely the 

input layer, hidden layer, and output layer. It is used to 

understand complex patterns in data and generate 

predictions based on the detected patterns. Meanwhile, 

CNN is a type of artificial neural network inspired by 

how the visual cortex works in animals. CNNs have 

proven very effective in solving complex pattern 

recognition tasks like image recognition. This research 

involves a detailed analysis of the use of these two types 

of artificial neural networks in detecting and diagnosing 

breast cancer. 

This research [18] aims to explore the theory, literature 

observations, and the application of the Ant Lion 

optimization method to the Multilayer Perceptron 

(MLP) artificial neural network. The Ant Lion 

Optimizer (ALO) method is inspired by the behaviour 

of predatory insects, ant lions, in capturing their prey. 

This approach offers an optimization strategy that 

adopts the principle of interaction between predators 

and prey in searching for optimal solutions. This 

research carries out an in-depth analysis of the basic 

theory of the Ant Lion Optimizer as well as insight into 

the literature regarding its application in various fields. 

This research also describes the application of ALO in 

the context of developing a Multilayer Perceptron 

(MLP) artificial neural network to improve the 

performance and efficiency of the network. 

This research [19] aims to predict landslide 

susceptibility using the Particle-Swarm optimization 

method on a Multilayer Perceptron artificial neural 

network. The particle-warm optimization (PSO) 

method is an optimization algorithm inspired by the 

behaviour of a colony of particles moving in a search 

space to find the optimal solution. This research uses 

PSO to improve the performance of landslide risk 

prediction models. This research compares prediction 

results using the particle-warm-optimized multilayer 

Perceptron model with other models, such as 

Multilayer-Perceptron-Only, BP Neural Network, and 

Information Value Models. Through this competition, 

research aims to highlight the advantages of PSO in 

increasing the accuracy of landslide susceptibility 

predictions compared to other existing models. 

This research [20] proposes a new approach to 

processing convolution layers in artificial neural 

networks. This research introduces the DCT Perceptron 

layer, which adopts a domain transform approach using 

the Discrete Cosine Transform (DCT). DCT is a signal 

processing technique often used for data analysis in the 

frequency domain. In the context of this research, the 

DCT Perceptron Layer is proposed to replace or enrich 

the traditional convolution layer with a domain 

transformation approach, namely by applying DCT to 

the input data before the convolution process. This 

research explores the potential advantages of this 

domain transformation approach, including improved 

computational efficiency, better feature representation, 

and better adaptability to input data variations. By 

applying the DCT Perceptron Layer, this research seeks 

to improve the performance and capabilities of artificial 

neural networks in pattern recognition and other data 

processing tasks. 

This research [21] proposes a new approach to building 

low-density S-Boxes on Multilayer Perceptron. S-Box 

is one of the important components in cryptography, 

used in various encryption algorithms to transform 

input into output that is difficult to identify. In this 

research, an exploration of the use of low-chaotic 

construction was carried out to implement the S-Box to 

reduce power consumption in the Multilayer 

Perceptron. This approach aims to optimize power 

usage, an important factor in hardware development 

regarding security and data privacy. This study 

investigates the potential advantages of low-wear S-

Box construction, including reduced power 

consumption, increased efficiency, and better 

protection against data security threats.  

Research stages are the stages or steps passed in the 

scientific research process. These stages are a 

systematic process that researchers generally follow to 

plan, collect data, analyze, and present findings in a 

research study. These stages vary depending on the type 

of research and the field of science concerned. The 

research stages in this research are as follows: 

The data used in this study is a dataset from the UCI 

Machine Learning repository 

(http://archive.ics.uci.edu/ml). This repository is a 

dataset related to several studies, such as machine 

learning, soft computing, and data mining, in this study 

using a dataset lens. There are 4 attributes: 1) patient 

age: young, pre-presbyopia, presbyopia 2) eyeglass 

prescription: myopia, hypermetropia 3) astigmatic: no, 

yes. 4) tear production rate: reduced, normal. The 

number of classes there are 3 classes: 1) patients must 

have hard contact lenses installed, 2) patients must have 

soft contact lenses installed, 3) patients cannot have 

contact lenses fitted, and the number of data is 24 data. 
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Data preprocessing refers to a series of techniques and 

steps used to clean, transform, and prepare raw data 

before the data is further processed or analyzed. This 

step ensures that the data used in the model or analysis 

is accurate, reliable, and relevant for the intended 

purpose. The coding stage of the contact lens 

classification dataset into binary form, namely 0 or 1, 

according to the provisions made. 

Madaline (Multiple Adaptive Linear Neuron) is 

developing a simple artificial neural network model 

called Adaline (Adaptive Linear Neuron). Madaline is 

designed to handle more complex problems than 

Adaline by introducing multiple neurons or nodes in the 

network architecture. Madaline has multiple layers of 

adaptive linear processing units, which work together to 

complete a specific task, such as classification or 

regression. Each unit in Madaline consists of adjustable 

weights and receives input from the previous layer or 

direct input. Then, each unit produces an output based 

on a linear function of its inputs and weights. This is the 

learning stage of Madaline's algorithm for classifying 

contact lenses with a quantum computation approach. 

Perceptron Algorithm Learning is a learning algorithm 

that bases its principles on a simple artificial neural 

network model called a "perceptron." This algorithm is 

one of the most basic concepts in machine learning and 

is the basis for developing more complex neural 

network models. The perceptron learning algorithm is a 

model for learning functions that can separate two 

different classes of data using linear dividing lines. It is 

often used in binary classification, where the aim is to 

separate two data classes with the help of a dividing line 

or hyperplane. The learning process in a perceptron 

focuses on adjusting the weights and biases of the given 

input based on the predictions produced by the model. 

This learning occurs iteratively by comparing the model 

predictions with the actual class labels from the training 

data. The weights and biases are updated according to       

the predetermined learning rules if there is a prediction 

error. One of the key characteristics of a perceptron is 

its ability to solve simple linear classification problems. 

However, this algorithm has limitations in handling 

problems that are not linearly separable. For more 

complex problems, more sophisticated neural network 

models are needed, such as multilayer neural networks 

that can handle more complex and non-linear 

classification. Although the perceptron is a basic 

concept, understanding this algorithm helps to 

understand the basics of machine learning. It is an 

important first step in understanding the development 

of more sophisticated neural networks. This stage is the 

learning stage of the Perceptron algorithm for 

classifying contact lenses with a quantum 

computational approach. 

This stage is the evaluation stage of the development of 

the Madaline and Perceptron algorithms. The researcher 

evaluates by comparing the two algorithms from the test 

results by looking at the accuracy of the test and the 

epoch. 

This research uses a quantum computing approach to 

adapt the Madaline and Perceptron algorithms. Several 

improvements can be made to provide better clarity and 

reproducibility with quantum computing approaches. 

Two expected improvements are epoch and accuracy. 

The quantum computing approach operates data in an 

algorithm using qubits, namely using the values 0 or 1, 

or 0 and 1 simultaneously. The notation used is Dirac's 

notation, namely bra ">" and et "<". Quantum 

computing approaches change or increase the value of 

epoch and accuracy.  

3. Results and Discussions 

The result of this research is the development of the 

Madaline and Perceptron algorithm with a quantum 

computation approach. The following is the formula for 

the development of  Madaline and Perceptron's 

algorithm with quantum computing: 

The following is Madaline's quantum algorithm:  

All weights and biases should be set to small random 

values. Begin by entering a modest number. 

As long as the weight change is greater than the 

tolerance, perform steps a to e: 

Set of input unit activations: xi = si for all i 

Compute the net input for each Madaline hidden unit 

(z1, z2) using Formula 1. 

𝑍𝑖𝑛𝑗 = 𝑏𝑗 + ∑ |𝑋𝑖 >< 𝑊𝑗𝑖|𝑖                         (1) 

Using the identity activation function, compute the 

output of each hidden unit using Formula 2.  

𝑍𝑗 = 𝑓(𝑍𝑖𝑛𝑗) = {
1 𝑗𝑖𝑘𝑎 𝑍𝑖𝑛𝑗 > 0 

0 𝑗𝑖𝑘𝑎 𝑍𝑖𝑛𝑗  ≤ 0 
                   (2) 

Formula 3 and 4 are used to define network output. 

𝑌𝑖𝑛 = 𝑏𝑘 + ∑ |𝑍𝑗 >< 𝑉𝑗|𝑗                                     (3)  

𝑌 = 𝑓(𝑌𝑖𝑛) = {
1 𝑗𝑖𝑘𝑎 𝑍𝑖𝑛𝑗 > 0 

0 𝑗𝑖𝑘𝑎 𝑍𝑖𝑛𝑗  ≤ 0 
             (4) 

Compute the error and determine the weight change 

using Formula 5. If y = target, then the weight is not 

changed. If |y> ≠ |target>: For t = 1, change the weight 

to   units whose   is closest to 0 (eg to    units) using 

Formula 6. 

b (new) = b (old) + ∆b  

wi (new) = wi (old) + ∆w  

∆b = α ( 1 - 𝑍𝑝 )                 (5) 

∆w = α(|1 > −|𝑍𝑝 >) < 𝑋𝑖|                (6) 

For t = 0, convert all weights to Zk units with   positive 

Zin using Formula 7 and 8.  

∆𝑏 =  𝛼(0 − 𝑍𝑘)                       (7) 

∆w = α(|0 > −|𝑍𝑘 >) < 𝑋𝑖|              (8) 
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Perceptron algorithm formula with quantum 

computing: Initialize all inputs, weights, targets and 

targets;  Calculate the net with Formula 9. 

   |𝑍𝑖 > =  ∑ |𝑊𝑖𝑗 > . |𝑋𝑖 >                           (9) 

Calculate the output with Formula 10 and 11. 

 |𝑦𝑖 > =  ∑ |𝑍𝑖 > . |𝑉𝑖𝑗 >             (10) 

If |y> ≠ |t> then  

New weight = Old weight + a. (|y> - |t>). <xi|       (11)

               

If not then  

New weight = Old weight. 

If y=t then stop.  

Before testing, the contact lens classification dataset 

was coded into binary form as follows: Coding into 

binary for the age of the patient attribute: if Young, then 

01. If Pre-presbyopic, then 10, and if Presbyopic, then 

11; Coding into binary for the spectacle prescription 

attribute: if Myope, then 0. If Hypermetrope  then 1; 

Coding into binary for the astigmatic attribute: if no, 

then 0. If yes, then 1; Coding into binary for the tear 

production rate attribute: if Reduced, then 0. If Normal, 

then 1; Coding into binary for class classification: if 

Hard contact lenses, then 01. If Soft contact lenses, then 

10, and if No contact lenses, then 11. 

The results of encoding into binary code can be seen in 

Table 1. 

Table 1. Contact lens classification dataset in binary code 

No 

Age of 

the 

patient 

Spectacle 

prescription 
Astigmatic 

Tear 

production 

rate 

Class 

1 01 0 1 1 01 

2 01 1 1 1 01 
3 10 0 1 1 01 

4 11 0 1 1 01 

5 01 0 0 1 10 
6 01 1 0 1 10 

7 10 0 0 1 10 

8 10 1 0 1 10 
9 11 1 0 1 10 

10 01 0 0 0 11 

11 01 0 1 0 11 
12 01 1 0 0 11 

13 01 1 1 0 11 

14 10 0 0 0 11 
15 10 0 1 0 11 

16 10 1 0 0 11 

17 10 1 1 0 11 

18 10 1 1 1 11 

19 11 0 0 0 11 

20 11 0 0 1 11 
21 11 0 1 0 11 

22 11 1 0 0 11 

23 11 1 1 0 11 
24 11 1 1 1 11 

For example, a sample is taken from dataset number 1, 

binary code 0101101. The code has a meaning: the 

attribute age of patient = young, spectacle prescription 

= Myope, astigmatic = yes, tear production rate = yes, 

and soft contact lens class. The results of testing the 

development of the Madaline and Perceptron 

algorithms with a quantum computational approach 

show that the Madaline algorithm can perform 

calcification with an accuracy of 62.5% with epoch 10, 

namely stopping when the maximum weight change is 

not greater than the error tolerance, namely 0.9. While 

testing the development of the perceptron algorithm 

with the quantum computation approach shows that the 

perceptron algorithm can classify with 100% accuracy. 

Table 2 and 3 are the results of testing two algorithms 

with a quantum computation approach based on 

accuracy and epoch. 

Table 2. Table of Comparison of Quantum Madaline Accuracy and 

Quantum Perceptron 

Total 

Hidden 
Node 

Learning 

rate 

Percentage 

Quantum 
Madaline 

Learning 

rate 

Percentage 

Quantum 
Perceptron 

2 0,1 62,5% 0,1 100% 

2 0,5 62,5% 0,5 90% 

2 0,9 62,5% 0,9 90% 

 

Table 3. Comparison Table of Epoch Quantum Madaline and 

Quantum Perceptron 

Total 
Hidden 

Node 

Learning 

rate 

Epoch 
Quantum 

Madaline 

Learning 

rate 

Epoch 
Quantum 

Perceptron 

2 0,1 10 0,1 372 
2 0,5 4 0,5 322 

2 0,9 4 0,9 317 

We can see a comparison between the Quantum 

Madaline algorithm and the Quantum Perceptron based 

on accuracy values and several epochs in Figure 1 and 

Figure 2. Figure 1 explains the comparison of accuracy 

values, while Figure 2 explains the number of epochs to 

achieve convergence. The best accuracy is the one with 

the highest accuracy value, while the best epoch is the 

one with the lowest or smallest epoch value. Following 

are Figure 1 and 2. 

 

Figure 1. Comparison of Accuracy Values 

 
Figure 2. Comparison of Number of Ephocs 

Based on the table, the Quantum Perceptron algorithm 

has better accuracy than Quantum Madaline, which is 

0

500

Comparion of Number of Ephocs

Series1 Series2 Series3
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100%. Meanwhile, the Quantum Madaline algorithm 

has fewer epochs than the Quantum Perceptron 

algorithm, which has four epochs. 

The application of the results of the comparison 

between the Madaline and Perceptron algorithms with 

the quantum computing approach can provide valuable 

insight into several aspects of knowledge and 

implications in the field of quantum computing and 

artificial neural networks in the form of understanding 

the influence of quantum computing on machine 

learning algorithms, more efficient model optimization 

and increased capabilities—complex and non-linear 

data. 

The preceding study extensively examined the 

Madaline algorithm's application in tackling a myriad 

of prevalent issues, encompassing classical perceptron 

algorithms as well as perceptrons employing a quantum 

computing paradigm. In this investigation, we delve 

deeper into the evolution of the Madaline algorithm, 

employing a quantum computing framework, and 

juxtapose it against the perceptron algorithm, also 

leveraging quantum computing, to discern the superior 

architecture between the two algorithms. We aim to 

position this discerned architecture as a viable 

alternative for classification tasks, with the overarching 

goal of attaining optimal classification results.  

4. Conclusions 

Researchers have successfully developed the Madaline 

and Perceptron algorithms using quantum computing. 

The comparison results between the Madaline and 

Perceptron algorithms indicate that the Quantum 

Perceptron exhibits higher accuracy, achieving 100% 

compared to the Quantum Madaline's 62.5%. 

Conversely, the Quantum Madaline algorithm 

demonstrates its ability to achieve convergence with a 

smaller number of epochs when compared to the 

Quantum Perceptron, namely 4 epochs with learning 

rates of 0.4 and 0.9, respectively. In contrast, the 

Quantum Perceptron requires 317 epochs with a 

learning rate of 0.9. This underscores the significant 

potential of leveraging quantum computing to enhance 

the performance of machine learning algorithms, 

thereby facilitating superior data analysis and 

classification outcomes.  

While this research provides valuable insights into the 

potential application of quantum computing in 

advancing machine learning algorithms, it is essential 

to acknowledge several limitations. Firstly, the focus of 

this study is primarily on comparing the Quantum 

Madaline and Quantum Perceptron algorithms 

exclusively, without considering the potential influence 

of other variables or alternative algorithms. Secondly, 

there are constraints related to the scale of the 

experiments conducted, which may restrict the 

generalizability of the study's findings to broader 

contexts or real-world applications. To advance these 

findings in the future, endeavours should be directed 

towards integrating additional algorithms and 

conducting experiments on more diverse and complex 

datasets. Furthermore, future research could explore the 

impact of various environmental factors on the 

performance of quantum algorithms, along with 

enhancements in developing more robust and efficient 

quantum computing architectures.  

Moreover, cross-disciplinary collaborations are 

imperative to foster a deeper understanding of quantum 

computer science and classical machine learning, 

thereby opening avenues for advanced innovation and 

broader applications across diverse industries and 

domains 
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