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Abstract 

Brain stroke stands out as a leading cause of death, distinguishing it from common illnesses and highlighting the critical need 

to utilize machine learning techniques to identify symptoms. Among these techniques, the Random Forest (RF) algorithm 

emerged as the main candidate because of its optimal accuracy values. RF was chosen for its ensemble learning properties 

that optimize accuracy while simultaneously, bagging all outputs (DT), thus increasing its efficacy. Feature Selection, an 

important data analysis step, which is mainly achieved through pre-processing, aims to identify influential features and ignore 

less impactful features. Mutual Information serves as an important feature selection method. Specifically, the highest level of 

accuracy was achieved by cross-validating the test data - 10, resulting in 0.7760 without feature selection and 0.7790 with 

mutual information. Most of the attributes in the brain stroke dataset show relevance to the stroke disease class, but the 

resulting decision tree shows age as a particularly important node. So, the research results show that the selection feature 

(Mutual Information) can increase the accuracy of brain stroke classification, although it is not significant, namely an increase 

of 0.0030%. With an increase, where there is no significant difference, it can be said that almost all the attributes contained in 

the brain stroke dataset used have an influence on their relevance to the stroke disease class. 
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1. Introduction 

Stroke is a type of disease that is most commonly 

suffered by Indonesian people and has a high mortality 

rate [1], [2]. Stroke plays a role in damaging or 

disrupting brain function, where blood flow to the 

human brain is disrupted and this makes it possible for 

patients affected by brain stroke to experience paralysis 

or death [2], [3]. In 2019, the World Health 

Organization (WHO) ranked brain stroke as seven of 

the ten main causes of death. The Ministry of Health 

classifies stroke as a catastrophic disease because of its 

broad economic and social impact [3], [4]. A brain 

stroke cannot be considered an ordinary disease because 

if you look at the symptoms and consequences of a brain 

stroke, this disease must be considered a serious disease 

[3]–[5]. Therefore, it is important for us to find out 

information about the symptoms or causes of brain 

stroke using one of the data mining techniques, namely 

classification and also being able to classify brain stroke 

itself [6], [7].  

In related research, the classification of brain stroke 

diseases has been conducted using several methods, 

including an integrated machine learning approach used 

to select features as prognosis factors of stroke on The 

International Stroke Trial (IST) dataset [3], yielding 

good results. Other studies related to this have also 

shown that Machine Learning (ML)[3] delivers 

accurate and quick prediction outcomes, becoming a 

powerful tool in healthcare settings, providing 

personalized clinical care for stroke patients [8]. 

Generally, it can be said that the methods used in 

previous research include Recursive Feature 

Elimination with cross-validation (RFECV) [3], [9], 

[10], Random Forest Classifier [3], [6], [7], Extra Trees 

Classifier [3], [4], [11], [12], AdaBoost Classifier [3], 

[13], [14], and Multinomial Naïve Bayes Classifier [3], 

[14]–[16], along with the Random Forest Classifier and 

Shapiro Wilk algorithm [3]. 

In this research, the author will use the Random Forest 

Algorithm because the Random Forest Algorithm is 

very good for solving cases of problems that involve 

mailto:1*fachruddin.stikom@gmail.com
mailto:2errissya.rasywir@gmail.com
mailto:2errissya.rasywir@gmail.com
mailto:yovi.pratama@gmail.com
https://doi.org/10.29207/resti.v8i4.5795


 Fachruddin, Errissya Rasywir, Yovi Pratama 

Jurnal RESTI (Rekayasa Sistem dan Teknologi Informasi) Vol. 8 No. 4 (2024)  

 

This is an open access article under the CC BY-4.0 license                                                                                556 

 

data mining techniques, namely classification. Data 

mining is a process of searching for patterns or even 

interesting information in selected data using certain 

methods according to what is needed or desired because 

the methods or algorithms in data mining are very 

diverse and have their own advantages based on each 

goal [3], [6], [7].  

Classification is the activity of assessing an object 

based on data and then grouping it by assigning 

categories to the available classes [5], [17]–[20]. 

Classification is a type or type of data analysis activity 

that is useful for making it easier to determine the label 

class of the object to be classified [17], [21]–[24]. There 

are also previous researchers who conducted research 

using similar algorithms, such as research on the 

Classification of Stroke Diseases [25], Classifying 

Student Achievement Index [26], Classification of 

Attack Detection in Network Protocols [27], [28], 

Classification of Marketing Personnel Placement [29], 

Classification of Online Shop Buyer Satisfaction 

Levels[30]. On the dataset that will be used, the author 

will carry out classification with an algorithm and find 

out the accuracy results with 2 different types of tools, 

as well as get a visual of the shape of the tree that will 

be produced. 

Feature selection is a technique for selecting important 

and relevant features of data and reducing irrelevant 

features. Feature selection aims to select the best 

features from a feature data set. Feature Selection is a 

modelling or data analysis activity which can generally 

be carried out using preprocessing and aims to select 

influential features (optimal features) and exclude 

features that have no influence. There are many types of 

feature selection methods used in previous research, 

including Chi-Square, Information Gain, Mutual 

Information, weighting using the hashing method and 

others. In this study, we propose that it is necessary to 

carry out feature selection to see the attributes that have 

the most influence on brain stroke classification using 

the mutual information method.  

2. Research Methods 

The stages of this research are the steps taken to solve 

the problem of Increasing the Accuracy of Brain Stroke 

Prediction using The Random Forest Algorithm with 

Mutual Information Feature Selection. The research 

stages used can be seen in Figure 1. 

2.1. The Research Architecture 

The formulation of the problem in this research is how 

to apply data mining by Increasing the Accuracy of 

Brain Stroke Prediction using The Random Forest 

Algorithm with Mutual Information Feature Selection. 

The aim to be achieved in this research is to find out 

how much accuracy Increasing the Accuracy of Brain 

Stroke Prediction using The Random Forest Algorithm 

with Mutual Information Feature Selection. Study 

literature that can achieve research objectives, literature 

sourced from journals, electronic books, and of course 

information from the internet such as websites. The 

literature used will be attached to the bibliography. The 

schema of this research can be seen in Figure 1. 

 

Figure 1. Flow of Brain Stroke Classification using Random Forest 

Algorithm with Mutual Information Feature Selection Research. 

In Figure 1, the research flow of the entire scheme to be 

conducted is displayed. The following section will 

explain steps or research methodologies including data 

collection steps and information related to Brain Stroke 

Classification with Random Forest experimented with 

feature selection using Mutual Information and without 

feature selection. Furthermore, the classification results 

will be explained with evaluation parameters. The 

parameters calculated for this stroke classification test 

include Recall Sensitivity True Positive Rate (TPR), 

False Positive Rate (FPR), False Alarm rate, Specificity 

True Negative Rate (TNR), Precision, False Negative 

Rate (FNR), and Accuracy. 

Data and Information Collection: In data collection, the 

author obtained a dataset online which is found on a 

website on the internet, namely the Kaggle.com 

website. The dataset that has been used in the Increasing 

the Accuracy of Brain Stroke Prediction using The 

Random Forest Algorithm with Mutual Information 

Feature Selection research is " Brain Stroke Dataset ", 

this data has not been cleaned and has a total of 4,981 

data with 11 attributes, namely Gender, Age, 

Hypertension, Heart Disease, Ever Married, Work 

Type, Residence Type, Avg Glucose Level, BMI, 

Smoking Status, and the last one as label, namely 

Stroke.  From all the data obtained, it will enter the data 

cleaning process to remove noise or defects in the data. 

After going through the data cleaning process, the 

author will use the holdout data as training data and 

testing data. In research, using 2/3 training data and 1/3 

testing data. In general, the proportion of training data 

and testing data. 

Table 1. Brain Stroke Dataset (Kaggle) 

No Gender Age 
Hyper 

tension 

Heart 

Disease 

Ever 

Married 

1 Male 67 0 1 Yes 

2 Male 80 0 1 Yes 

3 Female 49 0 0 Yes 

4 Female 79 1 0 Yes 

5 Male 81 0 0 Yes 

…. …. …. …. …. …. 

4981 Female 80 1 0 Yes 

Tables 1 and 2 are excerpts of the Brain Stroke Dataset 

from Kaggle. Some of the attributes include Gender, 

Age, Hypertension, Heart Disease, Ever Married, 

Residence Type, Avg_Glucose Level, BMI, Smoking 

Status, and Stroke. The data includes both nominal and 
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numeric types, which can be effectively handled by the 

Random Forest Algorithm. 

Table 2. Kaggle Dataset Attributes 

Residence 

Type 

Avg_ 

Glucose 

Level 

Bmi 
Smoking 

Status 
Stroke 

Urban 228.69 36.6 
formerly 

smoked 
1 

Rural 105.92 32.5 
never 

smoked 
1 

Urban 171.23 34.4 smokes 1 

Rural 174.12 24 
never 

smoked 
1 

Urban 186.21 29 
formerly 

smoked 
1 

…. …. …. …. …. 

Selection Feature using Mutual Information: Mutual 

information (MI) is used as feature selection because it 

can measure random dependencies between variables, 

so it is suitable for assessing features of information 

content in classification tasks. Previous research has 

proven that classification using MI feature selection is 

able to produce an accuracy rate of 87%. One feature 

selection that is often used to calculate the weight of 

features is mutual information. In MI, it can be seen 

how much information the presence or absence of a 

feature contributes to making a correct or incorrect 

classification decision. Formula 1 is the MI formula 

[31]. 

𝐼(𝑈; 𝐶) =  ∑ 𝑃(𝑈 = 𝑒𝑡, 𝐶 = 𝑒𝑐)𝑙𝑜𝑔2𝑒𝑐∈{1,0}
𝑃(𝑈=𝑒𝑡,𝐶=𝑒𝑐)

𝑃(𝑈=𝑒𝑡)𝑃(𝐶=𝑒𝑐)
            (1) 

U is the random variable with et values; et =1 is the 

Instance that contains feature t; et = 0  is the Instance 

that does not contain feature t; C is the Random variable 

with ec values; ec = 1 is the Instance in class c; ec = 0 

is the Instance not in class c. 

Table 3. Example of Attribute Matrix with et and ec values 

K* 1 1 0 0 1 et ec 

et

=

1 

et

=

1 

et

=

0 

et

=

0 

Fea

tur

es 

A

1 

A

2 

A

3 

A

4 

A

5 
1 0 1 0 

e

c

=

1 

e

c

=

0 

e

c

=

1 

e

c

=

0 

X 0 1 1 1 0 3 2 3 2 1 2 2 0 

Y 1 0 0 0 1 2 3 3 2 2 0 1 2 

Z 1 1 0 1 0 3 2 3 2 2 1 1 1 

Table 3 represents a simulated example of Mutual 

Information calculation. The Mutual Information 

Selection Feature formula involves parameters such as 

the random variable with values "et," which denotes 

instances containing feature "t," the instances that do 

not contain feature "t," the random variable with values 

"ec," representing instances in class "c," and instances 

not in class "c." This formula helps in determining the 

mutual information between features and the target 

class in the dataset. 

Classification: In this section, there is a process of 

extracting knowledge stored in the large volume Brain 

Stroke dataset. To obtain knowledge of the dataset, you 

can use the Random Forest algorithm. The Random 

Forest algorithm is developed by J. Ross Quinlan, with 

a system in the form of a tree with a branching form that 

starts with the most significant attribute and continues 

until there are several branches until the rules are 

complete. The flow of the Random Forest Algorithm 

method is as seen in Figure 2. 

 

 

Figure 2. Flow of the Decision Tree Algorithm (C4.5) in  

Random Forest. 

 

 

Figure 3. Merging Decision Trees in Random Forest [32] 

Picture 3 is a visualization of the combination of 

decision trees used in the random forest algorithm in the 

research. The decision tree used in "Increasing the 

Accuracy of Brain Stroke Classification using Random 

Forest Algorithm with Mutual Information Feature 

Selection" is the C4.5 algorithm. The Formula of the 

Decision Tree we use is shown in the next formula. The 

entropy and gain values for each attribute are calculated 

and from the highest gain to the starting node, to 

calculate the entropy and gain Formula 2 is used. 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑠) =  ∑ −𝑃𝑖 ∗ 𝑙𝑜𝑔2 𝑃𝑖𝑛
𝑖=1             (2) 

 

S is the set of k cases, n is the number of S partitions, pi 

is the proportion of Si to S. 
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𝐺𝑎𝑖𝑛(𝑆, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑠) −  ∑
|𝑠𝑖|

|𝑠|
∗ 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆𝑖)𝑛

𝑖=1     (3) 

S is the set of cases, A is the Attributes, n is the number 

of attributes A partitions, |Si| is the number of cases in 

partition I, and |S| is the number of cases in S. 

Testing and Evaluation: The testing process carried out 

in this research applies a confusion matrix, which can 

calculate accuracy, precision and recall values to obtain 

classification results. The definitions and formulas for 

calculating accuracy, precision and recall values are 

shown in Formulas 4 – 9 [33]. 

Accuracy: Accuracy is the value of the closeness of the 

results in the classification or classification to the actual 

value. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
              (4) 

Precision: Precision is a level of accuracy that shows the 

closeness of the difference in value each time it is 

repeated. 

P𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
                            (5) 

 

Recall: Recall is the value of the percentage of the data 

classification model to its actual class. 

Re𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
                             (6) 

False Positive Rate (FPR) False Alarm rate 

𝐹PR =  
FP

TN+FP
                                           (7) 

 

Specificity True Negative Rate (TNR) 

𝑇𝑁R =  
TN

TN+FP
                                           (8) 

 

False Negative Rate (FNR) 

𝐹𝑁𝑅 =  
𝐹𝑁

𝐹𝑁+𝑇𝑃
                              (9) 

 Description: 

TP is the True Positive, TN is the True Negative, FP is 

the False Positive, FN is the False Negative 

3. Results and Analysis 

3.1 Data Analysis 

At this stage, data analysis is carried out with the Data 

Selection and Preprocessing stages. 

At the Data Selection stage, the author determines the 

decision for the dataset to be used. The data taken and 

used by the author is the "Brain Stroke" dataset obtained 

from the Kaggle website. 

Next, we enter the Preprocessing stage, this stage the 

author carries out processes such as cleaning data and 

does not apply feature selection. Data Cleaning is the 

process of deleting or cleaning a collection of datasets 

that have noise, for example, duplicate data, data with 

unclear symbols, errors in writing data, or data that is 

not complete. This was done so that the dataset could be 

used properly and accurately and get maximum results, 

with a total of 4,981 raw data and after cleaning the total 

data became 3,481 data. 

Data Transformation: At this stage, the process of 

changing the contents of the data to be used is carried 

out, such as the attributes: 

Age: In this attribute, the data is categorized by age 

based on the age numbers from patient data such as 10-

12 years (Children); 13-25 (Teenagers); 26-45 

(Mature); and 46-82 (Old). 

Hypertension: In this attribute, data containing the 

number 1 becomes " Yes " and 0 becomes " No ". 

Heart Disease: In this attribute, data containing the 

number 1 becomes " Yes " and 0 becomes " No ". 

Average Glucose Level: The data is categorized as a 

value less than 140 (Normal), a value 141-199 

(Prediabetes), and a value above 200 (Diabetes). 

BMI (Body Mass Index): In this attribute, the author 

also categorizes values less than 19 (Underweight), 

values 19-25 (Normal), values between 26-30 

(Overweight), and values above 30 (Obesity). 

Strokes (Class): In this attribute, the author changes the 

value of the number 1 to "Yes " and 0 to "No". 

Data Splitting: Data splitting divides the dataset into 

two parts: training data, which is used to create the 

model, and testing data, which is employed for model 

evaluation. In this study, the data is split into three 

proportions, with a 60% split being one of them. The 

table below displays the proportions resulting from the 

data-splitting process. The Random Forest Algorithm 

computations are conducted using the Python 

programming language. The formula utilized for 

Random Forest algorithm calculation in this study is 

provided below. The outcomes of the Random Forest 

algorithm, obtained through the tools employed, 

include the utilization of 60% training data, and cross-

validation with ratios of 10 and 5. Subsequently, the 

Random Forest algorithm results are presented. 

Random Forest Testing with MI Feature Selection with 

Split 60%: The section displays excerpts of the 

visualization of trees generated with the highest 

accuracy from each evaluation scheme conducted, 

including using a 60% test data split test scheme, 

followed by cross-validation with ratios of 10 and 5.  

Figure 4 is an excerpt of the tree generated from the 

highest classification result using a 60% data split 

scheme. With 60% of the training data, the Random 

Forest algorithm yielded a total of 38 nodes. The highest 

node is found in the "Age" attribute. 

Random Forest testing with MI Feature selection with 

Cross Validation-10: Figure 5 is an excerpt of the tree 

generated from the highest classification result using a 

Cross Validation-10 scheme. With Cross Validation-10, 

the Random Forest algorithm yielded a total of 33 

nodes. The highest node is found in the "Age" attribute. 
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Figure 4. Snapshot of Classification Results with Random Forest with 60% Training Data. 

 

Figure 5. Random Forest with Mutual Information with Training Cross Validation-10 

Random Forest testing with MI Feature selection with 

Cross Validation-5: Figure 6 is an excerpt of the tree 

generated from the highest classification result using a 

Cross Validation-5 scheme. With Cross Validation-5, 

the Random Forest algorithm yielded a total of 32 

nodes. The highest node is found in the "Age" attribute. 

 

Figure 6. Random Forest with Mutual Information with Training Cross Validation-5 

Evaluation of Random Forest Algorithm Classification:  

In this section, the classification results for stroke are 

displayed, and tests carried out include using 

classification with the Random Forest algorithm. The 

Decision tree that we use is the C.45 algorithm. The 

classification process is divided into tests subject to 

feature selection and without feature selection. By using 

the Mutual Information (MI) feature selection 

algorithm. The parameters calculated for this stroke 

classification test include Recall Sensitivity True 

Positive Rate (TPR), False Positive Rate (FPR) False 

Alarm rate, Specificity True Negative Rate (TNR), 

Precision and False Negative Rate (FNR), and 

Accuracy.  

Table 4. Evaluation of TPR, FPR, Precision and Accuracy (60% 

Split Data Testing) 

Evaluation Split 60% 

Parameter RF RF+MI Difference 

(TPR) 0.8162 0.8162 0 

(FPR) 0.8285 0.7571 -0.0714 

Precision 0.8346 0.8393 0.0047 

Accuracy 0.76175 0.76635 0.0046 

In Table 4 and Figure 7, the evaluation results of Recall 

Sensitivity True Positive Rate (TPR), False Positive 

Rate (FPR), False Alarm rate, and Accuracy from the 

classification of brain stroke data using mutual 

information feature selection and without feature 

selection are displayed.  

 

Figure 7. Comparison of Brain Stroke Prediction with RF with 

RF+MI (60% Split data testing). 

0,7

0,75

0,8

0,85

(TPR)  (FPR) Precision Accuracy

Comparison of Brain Stroke Prediction with RF with 

RF+MI (60% Split data testing)

RF RF +MI
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By testing using split data of 60%, the highest result is 

accuracy using feature selection which is higher than 

without feature selection of 0.0046. The results in the 

table are visualised in Figure 6. 

Table 5. Evaluation of TPR, FPR, Precision and Accuracy (CV-10) 

Evaluation CV 10 

Parameter RF RF+MI Difference 

(TPR) 0.8441 0.8346 -0.0094 

(FPR) 0.7333 0.7125 -0.0208 

Precision 0.8253 0.8346 0.0093 

Accuracy 0.7760 0.7790 0.0030 

 

Figure 8. Comparison of Brain Stroke Prediction with RF with 

RF+MI (CV-10) 

In Table 5 and Figure 8, the evaluation results of Recall 

Sensitivity True Positive Rate (TPR), False Positive 

Rate (FPR) False Alarm rate, and Accuracy from brain 

stroke data classification using mutual information 

feature selection and without feature selection are 

displayed. By testing using cross-validation of 10, the 

highest result is accuracy using feature selection which 

is higher than without feature selection of 0.0030. The 

results in the table are visualised in Figure 8. 

Table 6. Evaluation of TPR, FPR, Precision and Accuracy (CV-5) 

Evaluation CV 5 

Parameter RF RF+MI Difference 

(TPR) 0.8207 0.8207 0 

(FPR) 0.8230 0.7461 -0.0769 

Precision 0.8393 0.8441 0.0047 

Accuracy 0.7697 0.7744 0.0046 

 

 

Figure 9. Comparison of Brain Stroke Prediction with RF with 

RF+MI (CV-5)  

In Table 6 and Figure 9, the evaluation results of Recall 

Sensitivity True Positive Rate (TPR), False Positive 

Rate (FPR), False Alarm rate, and Accuracy from brain 

stroke data classification using mutual information 

feature selection and without feature selection are 

displayed. By testing using cross-validation of 5, the 

highest result is accuracy using feature selection which 

is higher than without feature selection of 0.0046. The 

results in the table are visualised in Figure 8. 

Table 7. Evaluation of TNR, and FPR (60%) 

Evaluation Split 60% 

Parameter RF RF+MI Difference 

(TNR) -0.0285 0.0428 0.0714 

(FNR) -0.0162 -0.0162 0 

 

Figure 10. TNR & FPR of Comparison of Brain Stroke 

Prediction with RF with RF+MI (60% Split Data Testing) 

Table 7 shows the evaluation results of Specificity True 

Negative Rate (TNR), Precision and False Negative 

Rate (FNR), from the classification of brain stroke data 

using mutual information feature selection and without 

feature selection. By using a split data test of 60%, the 

highest result was TNR using a higher feature selection 

than without a feature selection of 0.0714. The results 

in the table are visualised in Figure 10. 

Table 8. Evaluation of TNR and FPR (CV-10) 

Evaluation CV 10 

Parameter RF RF+MI Difference 

(TNR) 0.0666 0.0875 0.0208 

(FNR) -0.0441 -0.0346 0.0094 

 

Figure 11. TNR & FPR of Comparison of Brain Stroke 

Prediction with RF with RF+MI (CV-10) 

In Table 8 and Figure 11, the evaluation results of 

Specificity True Negative Rate (TNR), Precision and 

False Negative Rate (FNR) are displayed from the 

classification of brain stroke data using mutual 

information feature selection and without feature 

selection. By testing using cross validation-10, the 

highest result is TNR using feature selection which is 

higher than without feature selection of 0.0208. The 

results in the table are visualised in Figure 11. 
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Comparison of Brain Stroke Prediction with RF with 
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Table 9. Evaluation of TNR and FPR (CV-5) 

Evaluation CV 5 

Parameter RF RF+MI Difference 

(TNR) -0.0230 0.0538 0.0769 

(FNR) -0.0207 -0.0207 0 

 

Figure 12. TNR & FPR of Comparison of Brain Stroke 

Prediction with RF with RF+MI (CV-5) 

In Table 9 and Figure 12, the evaluation results of 

Specificity True Negative Rate (TNR), Precision and 

False Negative Rate (FNR) are displayed from the 

classification of brain stroke data using mutual 

information feature selection and without feature 

selection. By testing using cross validation-10, the 

highest result was TNR using feature selection which 

was higher than without feature selection of 0.0769. 

4. Conclusions 

Finally, the classification results for stroke, tests carried 

out include using classification with the Random Forest 

algorithm with the decision that we use is the C.45 

algorithm. The classification process is divided into 

tests subject to feature selection and without feature 

selection. By using the Mutual Information (MI) feature 

selection algorithm. The parameters calculated for this 

stroke classification test include Recall Sensitivity True 

Positive Rate (TPR), False Positive Rate (FPR) False 

Alarm rate, Specificity True Negative Rate (TNR), 

Precision and False Negative Rate (FNR), and 

Accuracy. From the classification of brain stroke data 

using mutual information feature selection and without 

feature selection. By testing using split data test 60%, 

cross validation-10, both with cross validation-5, the 

highest results are using feature selection which is 

higher than without feature selection. For the highest 

accuracy with feature selection, the cross-validation 

scheme -10 is 0.7760 without feature selection, and 

0.7790 with mutual information feature selection. With 

an increase of 0.0030, where there is no significant 

difference, it can be said that almost all the attributes 

contained in the brain stroke dataset used all have an 

influence on their relevance to the stroke disease class. 

This research has the potential to automatically make 

health care decisions and patient outcomes in predicting 

brain stroke by giving the greatest influence to the 

parameter, namely age. However, these results have 

limited information because they were only tested on 

machine learning which is not very popular. This 

research needs to be continued using other, more 

sophisticated methods. 
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