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Abstract  

Predicting student dropout is essential for universities dealing with high attrition rates. This study compares two feature 

selection (FS) methods—correlation-based feature selection (CFS) and symmetrical uncertainty (SU)—in educational data 

mining for dropout prediction. We evaluate these methods using three classification algorithms: decision tree (DT), support 

vector machine (SVM), and naive Bayes (NB). Results show that SU outperforms CFS overall, with SVM achieving the highest 

accuracy (98.16%) when combined with SU Moreover, this study identifies total credits in the fourth semester, cumulative 

GPA, gender, and student domicile as key predictors of student dropout. This study shows how using feature selection methods 

can improve the accuracy of predicting student dropout, helping educational institutions retain students better. 
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1. Introduction 

Students can be expelled from or have their study rights 

terminated by a higher education institution before 

completing their studies without being transferred to 

another educational institution [1], [2], referred to as a 

dropout. A high dropout rate can lead to a lack of high-

quality university graduates, which is essential for the 

job market's growth[3]. Moreover, dropout has a 

significant impact on the costs that individuals, 

educational institutions, and society must bear [4], [5]. 

A high dropout rate can lower the quality of higher 

education and impact accreditation [6]. To reduce 

dropout rates, higher education institutions must 

analyse previous dropout cases. Universities can use 

these data to employ effective preventive measures [7], 

[8], [9]. 

Higher education institutions keep student track 

records, including academic transactional data and 

educational administration. Effective decision-making 

in data processing requires the use of appropriate 

methods to extract knowledge from large volumes of 

data. Data mining is a tool that helps find hidden 

patterns and connections in large datasets to aid 

decision-making [10], [11], [12]. Although it is 

considered a new paradigm, data mining has found 

applications in various fields, including education, 

owing to its significance in decision-making [13]. The 

application of data mining methods to educational data, 

namely educational data mining (EDM), aims to extract 

information about student academic performance, 

evaluate learning systems, provide feedback to faculty 

and instructors, and predict student academic results to 

prevent dropout [14], [15]. 

The issue of student dropout has been thoroughly 

examined through educational data mining (EDM) 

techniques. Hegde and Prageeth [1] predicted the 

dropout of higher education students using the Naive 
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Bayes (NB) algorithm with 72% classification 

accuracy. In addition, the results showed that students 

who have failed a course (Fs) four times, three times 

failed due to attendance (FAs), suffer from health 

problems, and do not adapt to the institutional 

atmosphere can be expelled from their institutions.  

Alban et al. [16] provided a systematic review of the 

literature regarding predicting university student 

dropout using data mining techniques and showed that 

the decision tree (DT) algorithm is the most commonly 

employed data mining technique, representing 

approximately 79% of the 28 studies examined, 

followed by neural networks and SVM as the second 

most prevalent techniques. Furthermore, they 

highlighted that DT classifiers, notably the C4.5, ID3, 

and CART classifiers, consistently achieved high 

accuracy, reaching 98%, 97.5%, and 97%, respectively. 

Original academic data contains many irrelevant and 

redundant variables, which affect prediction results. 

Feature selection helps eliminate unnecessary variables 

from the data to make it easier to understand. 

Optimisation enhances prediction accuracy, streamlines 

computational demands, reduces data complexity, and 

expedites information extraction [17], [18]. By 

excluding unnecessary attributes, variables are 

eliminated, streamlining the mining process and making 

it more efficient [19].  

Bhimavatapu [20] developed a deep learning model to 

forecast student performance in an online learning 

environment, using symmetrical uncertainty (SU) to 

identify relevant features associated with students and 

their contribution to academic performance assessment. 

The method measured the importance of each extracted 

feature compared to the target feature. The model 

detected at-risk students with an accuracy of 98.80%. 

Nuanmeesri et al. [21] used another feature selection 

method in EDM. Their objective was to enhance the 

performance of classification models by integrating 

feature selection into neural network methods. The 

feature selection methods used for comparison included 

gain ratio, chi-square, and correlation-based feature 

selection (CFS). They showed that CFS consistently 

outperformed the other feature selection methods. 

Furthermore, CFS yielded comparable or superior 

results to wrapper selection in specific cases [17].  

Combining classification methods and feature selection 

techniques requires further investigation to enhance 

prediction quality. The study introduces a classification 

algorithm that integrates feature selection methods to 

forecast student dropout. We utilized two feature 

selection methods: CFS and SU. The dataset consisted 

of 2013 academic data from undergraduate students at 

Sebelas Maret University Indonesia, obtained from the 

academic information system. Of the 2,476 data entries, 

2,267 were for students who did not drop out, whereas 

the remaining entries were for students who did drop 

out. This dataset had an unbalanced class distribution. 

To address the class imbalance, we employed the 

synthetic minority oversampling technique (SMOTE). 

This research offers insights into the efficacy of two 

feature selection methods in identifying the most 

influential attributes related to students’ dropout 

tendencies. This information is crucial for evaluating 

and preventing student dropout tendencies. The 

approach adopted to achieve this goal followed two 

stages: 

First, to construct the classification model, we applied 

SMOTE to address the issue of class imbalance within 

the dataset. Our objective was to enable the 

classification model to learn from the dropout class data 

with an uneven number of instances. 

Second, using feature selection, we identified the most 

influential attributes in student dropout prediction. In 

addition, we evaluated the performance of both feature 

selection methods to support at-risk students and 

facilitate further decision-making regarding students 

displaying dropout potential. To achieve these goals, 

two feature selection methods, namely CFS and SU, 

were implemented in three classification algorithms: 

DT, support vector machine (SVM), and NB.  

Based on a series of processes, we aimed to answer two 

specific research questions: 

RQ1: How does the performance of the feature selection 

methods (CFS and SU) compare in predicting dropout 

within classification algorithms?  

RQ2: Which features influence dropout based on the 

attributes selected by the two feature selection 

methods?  

This article is organized as follows: the methodology is 

presented in Section 2, and the results are discussed in 

Section 3. Section 4 includes the conclusions and 

outlines future research directions. 

This section discusses the previous applications of the 

selected algorithms, namely Decision Tree, Support 

Vector Machine, and Naive Bayes, as well as feature 

selection methods, namely Correlation-based Feature 

Selection and Symmetrical Uncertainty.  

DT classifiers for dropout prediction: Many studies in 

EDM have focused on using DTs to predict students' 

dropout risk. Limsathitwong et al. [22] developed a 

dropout prediction system based on students’ 

performance across various subjects, demonstrating 

that the DT could effectively identify students at risk of 

dropping out and assist them in improving their learning 

processes. Furthermore, Iqbal et al. [23] employed 

machine learning techniques to predict students’ grades 

using 17 attributes categorized into four groups: gender, 

family-related information, educational and personal 

details, and academic performance. They showed that 

the DT algorithm yielded the highest accuracy, ranging 

from 95% to 100%.  

Gil et al. [24] researched influential factors in dropout 

cases. Their study, which utilized a dataset containing 
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academic and demographic details, revealed that the 

C4.5 DT model achieved an accuracy of 98.9%. 

Meanwhile, Roslan et al. [25] compared the DT and 

logistic regression models. Their findings indicated that 

DT classification outperformed, achieving 89.49% 

accuracy with an 80/20 data split. Table 1 presents the 

results of studies that used Decision Trees for dropout 

prediction. 

Table 1. Research relating to DT Classifiers 

Author Research Result 

Limsathitwong et 

al. (2018) [22]  

The DT can accurately predict student dropout 

and identify those who need special attention.  

Iqbal et al. (2022) 

[23]  

The DT was found to have the best 

performance, followed by DT regression and 

linear regression.  

Gil et al. (2020) 

[24]  

The DT produces the best performance, and the 

model can identify critical factors that cause 

dropout.  

Roslan et al. (2021) 

[25]  

Implementing the DT with the preprocessing 

method offers a high level of accuracy 

(89.49%).   

SVM classifiers for dropout prediction: Cardona and 

Cudney [26] conducted SVM research to predict 

college graduation. SVM classifies input variables into 

expected classes, namely passing and non-passing, by 

maximizing the distance between points for different 

classes while limiting classification errors. In order to 

reduce the number of students dropping out of higher 

education, Lee et al. [27] investigated dropout 

prediction. The findings indicate that the SVM 

algorithm can forecast student dropout with high 

accuracy.  

Lottering et al. [28] built a dropout prediction system 

using EDM. The evaluation results of five models 

trained to predict dropout indicated that the SVM 

algorithm performed the best based on the original 

dataset, achieving the highest score among other 

classification algorithms. Burman and Som [29] 

predicted student performance using linear and radial 

basis kernels for SVM classification. The radial basis 

kernel produced better performance, with an accuracy 

of 90.97%. Table 2 lists the research findings obtained 

using SVM for student dropout prediction. 

 
Table 2. Research Related to SVM Classifiers 

Author Research Result 

Cardona and Cudney 

(2019) [26]  

This study illustrates the use of SVM in 

predicting graduation. The model’s 

results indicate a strong performance. 

Lee et al. (2020) [27]  SVM performed well, with 96.2% 

accuracy. 

Lottering et al. (2020) 

[28]  

The best-performing algorithm with the 

original data set is SVM. 

Burman and Som (2019) 

[29]  

SVM with a radial basis function (RBF) 

produces better results compared to 

linear kernels.  

NB on dropout prediction: Nuankaew et al. [30] 

employed NB, ANN, and DT to develop a dropout 

prediction model. They assessed the model’s 

performance using a confusion matrix, including recall, 

accuracy, and precision metrics. The results showed 

that the NB algorithm achieved an accuracy of 91.68% 

in the developed model. Tripathi et al. [31] used the NB 

algorithm to predict student performance and compared 

the accuracy and execution time of the proposed model 

with those of the existing SVM models. The results 

demonstrated that the proposed model outperformed the 

existing models in accuracy. Further, Triayudi and 

Widyarto [32] also looked at how well the NB and J48 

algorithms predicted student performance and found 

that the NB algorithm did the best based on F-measure, 

recall, precision, and the number of correctly classified 

instances.  

According to Saifudin et al. [33], the NB algorithm and 

feature selection can predict students who have the 

potential to drop out and identify influential attributes. 

They used NB to predict student performance and 

improved the model’s performance by employing 

forward selection. Using the NB algorithm and feature 

selection, we identified the factors that cause students 

to experience difficulties in completing their education. 

Table 3 shows the research results obtained using NB 

for student dropout prediction. 
 

Table 3. Research Related to NB 

Author Research Result 

Nuankaew et al. 

(2020) [30]  

The NB model has the highest accuracy for 

students in the 2012–2016 academic year 

Tripathi et al. 

(2019) [31]  

The proposed model has high accuracy and a 

low execution time compared to existing 

models. 

Triayudi et al. 

(2021) [32]  

Both the J48 and NB algorithms have high 

accuracy (>70%), but NB has the highest 

accuracy and the highest number of correctly 

classified cases. 

Saifudin et al. 

(2020) [33]  

NB’s performance using forward selection 

increased from 85.56% to 94.43%. 

Implementation of CFS in EDM: CFS can improve 

accuracy and model performance. Febro et al. [34] 

examined the factors influencing the success of first-

year students, highlighting their impact on academic 

performance. The results were more accurate, reaching 

92.09%. In addition, using feature selection techniques, 

they revealed that post-acceptance variables were the 

dominant predictors. Ghareeb et al. [35] used CFS to 

obtain the final feature set because it provides excellent 

results for student performance datasets. 

Nuanmeesri et al. [21] reported that the CFS method 

provides better model performance results than the gain 

ratio and chi-square methods. CFS had the highest 

accuracy in attribute selection. Based on the research 

findings, the following factors influenced student 

dropout: grade point average (GPA), cumulative GPA 

(CGPA) for nonfaculty subjects (IPKnf), and 

participation in social media groups within subjects 

(social class). Alturki et al. [36] found that the 

correlated features for predicting academic 

performance using CFS included students’ GPA during 

the first four semesters, course grades, and the number 

of courses that failed during the first four semesters. 

Table 4 shows the research results obtained using CFS 

in EDM. 
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Table 4. Research relating to CFS in EDM 

Author Research Result 

Febro et al. (2019) 

[34]  

After implementing feature selection, 

prediction accuracy improved. 

Ghareeb et al. 

(2022) [35] 

The student performance dataset was 

enhanced by CFS. 

Nuanmeesri et al. 

(2022) [21]  

Feature selection can improve the efficiency 

of neural network models in predicting 

student dropout during the COVID-19 

pandemic. 

Alturki et al. (2021) 

[36]  

CFS can select significantly correlated 

attributes to predict students’ academic 

performance.  

Implementation of SU in EDM: Bhimavarapu [20] used 

SU feature selection to identify student-related features 

that help assess student performance, and applied 

hybrid deep learning. The proposed model achieved an 

accuracy of 98.80% in predicting student performance 

in online classes. Hammoodi et al. [37] used SU for 

feature selection and demonstrated that the selected 

features were adequate for predicting student 

graduation. Almalki [38] and Hussain et al. [19] 

employed SU and various feature selection methods to 

evaluate the performance of educational data using 

WEKA. The previous findings on the implementation 

of SU in EDM are listed in Table 5. 

Table 5. Research relating to SU in EDM 

Author Research Result 

Bhimavarapu 

(2023) [20]  

The proposed deep learning model effectively 

predicts student performance in online classes. 

Hammoodi et al. 

(2022) [37]  

The model's accuracy increases after feature 

selection. 

Almalki (2021) 

[38]  

SU shows better results than the feature 

selection algorithm tested. 

Hussain et al. 

(2018) [19]  

The SU implementation enables selecting those 

with high influence and increased accuracy. 

2. Research Method 

This research implements a filter-based feature 

selection method using the CFS and SU algorithms for 

student dropout classification. The method comprises 

six stages: data collection, preprocessing, feature 

selection, data sampling, classification model, and 

evaluation of results. The overall research steps are 

shown in Figure 1. 

Data collection: This study was conducted with strict 

adherence to ethical guidelines for research involving 

student data. All personal identifiers were removed 

from the dataset prior to analysis to ensure student 

privacy and confidentiality. The data was anonymized 

and aggregated, with no possibility of being traced back 

to individual students.  

The dataset used in this study pertains to undergraduate 

students at Sebelas Maret University in 2013. The 

dataset encompasses a range of student information, 

including gender, place of birth, GPA during the first 

four semesters, CGPA, the number of credits 

undertaken, and other related details. Importantly, it 

includes information regarding students' dropout status, 

which is determined based on whether a student has 

enrolled for more than seven years without a recorded 

graduation date. 

 

Fig. 1. Research flow diagram 

Data preprocessing: The preprocessing stage transforms 

raw data into a suitable format for effective data mining 

analysis. During this stage, data cleaning is conducted 

to rectify noisy data, address missing values, eliminate 

duplicate data, and correct data with incorrect formats. 

A dataset with a specific set of features can be 

transformed into one with a different set of attributes of 

the same or different types.  

This process contributes to acquiring high-quality 

training data, enhancing detection accuracy, and 

creating a more efficient training process [39]. We 

converted several features from numerical to 

categorical values during the data transformation stage. 

Feature Selection: Feature selection is performed to 

identify the required attributes for data mining. It makes 

the dataset more efficient and captures a subset of useful 

features [40]. Each feature selection uses multiple 

features, with the highest value from each method based 

on percentages, namely 25%, 50%, and 75% of features, 

to avoid tying them to a specific number. The 

percentage-based feature selection method enables a 

more comprehensive evaluation of performance 

compared to other threshold techniques, such as 

selecting the top n features [41]. 

CFS: CFS is a filter-based feature selection that ranks 

features based on correlation. This method evaluates the 

value of a subset of attributes by considering each 

feature’s predictive ability and its level of redundancy 

[42]. It calculates the correlation between each attribute 
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and the class variable, selects attributes with moderate-

to-high correlation values (close to 1), and deletes 

attributes with low correlation values (close to 0) [43]. 

CFS is employed based on Equation 1: 

𝑀𝑒𝑟𝑖𝑡𝑠  =  
𝑘𝑟𝑧𝑓

√𝑘 + 𝑘(𝑘−1) 𝑟𝑓𝑓

  (1) 

 

𝑀𝑒𝑟𝑖𝑡𝑠 is a feature’s contribution value in predicting 

prediction results, K is the number of subset features in 

the dataset, 𝑟𝑧𝑓 is the correlation between features and 

class variables, and 𝑟𝑓𝑓 is the intercorrelation of subset 

features.  

SU: The SU method is an entropy-based feature 

selection method. SU is a derivative form of 

information gain, which is a method used to compensate 

for bias in information gain. Information gain bias 

occurs because features with many possible values are 

preferred. Thus, features with many possible values 

tend to have higher information gain compared to those 

with few possible values. SU is applied to compensate 

for information gain bias and normalize it to a range 

between 0 and 1 [44]. SU is used to measure the 

relevance of independent feature classes. 
  

𝑆𝑈(𝐴)  =  2 ×  
𝑖𝑛𝑓𝑜𝐺𝑎𝑖𝑛(𝐷,𝐴)

𝐼(𝐷) + 𝐼(𝐴)
  (2) 

 

In Equation 2, the variable info Gain (D, A) represents 

the feature information gain value, I(D) is the feature 

entropy, and I(A) represents the class entropy. 
 

SMOTE: SMOTE is a resampling method used to 

handle imbalanced data by increasing minority class 

representation by creating artificial (synthetic) data 

from k-nearest neighbors [45]. The SMOTE can 

generate new artificial data between the existing 

minority and nearest-neighbor samples. These artificial 

data help increase the representation of the minority 

class and bring its distribution closer to that of the 

majority class.  

Algorithms and FS in previous studies: To 

contextualize our methodological choices, we 

conducted a comprehensive review of recent dropout 

prediction studies in higher education. Table 6 

summarizes key aspects of these studies, including the 

machine learning algorithms employed, feature 

selection methods, number of variables, and dataset 

sizes. 

In the context of educational data mining, feature 

selection plays a crucial role in enhancing the 

performance of machine learning algorithms for 

dropout prediction. A study by Febro [34] demonstrated 

that using CFS improved the accuracy of various 

classification models by identifying the most relevant 

features. This approach reduced the dimensionality of 

the dataset from 29 variables to the most predictive 

subset, resulting in a more efficient and interpretable 

model. Similarly, Bhimavarapu [20] employed SU to 

enhance a deep learning model, achieving an 

impressive accuracy of 98.80%. These findings 

underscore the importance of feature selection in EDM, 

as it helps in eliminating irrelevant and redundant 

features, thereby improving the predictive performance 

of machine learning algorithms. 

Table 6: Comparison of Previous Dropout Prediction Studies 

Study ML 

Algorithms 

Feature 

Selection 

number 

of 

variables 

Dataset 

Size 

Febro (2019) 

[34] 

Various CFS, Gain 

Ratio, Chi 

Square 

29 7,936 

Ghareeb et al. 

(2022) [35] 

RFC, ANN CFS 25 1550 

Nuanmeesri et 

al. (2022) [21] 

LR, DT, RF, 

NB, SVM, 

Multilayer 

Perceptron 

Neural 

Network 

CFS, Gain 

Ratio, Chi-

square 

16 1650 

Alturki et al. 

(2021) [36] 

J48, Simple 

Cart, 

LADTree, NB, 

RF 

Search-Based, 

Correlation 

Based, 

Information 

Gain Based 

18 300 

Bhimavarapu 

(2023) [20] 

Deep Learning SU 22 32,593 

Lottering et 

al. (2020) [28] 

SVM, NB, DT, 

KNN, RF 

none 19 4417 

Our Study DT, SVM, NB CFS, SU 34 2,463 

The implementation of advanced machine learning 

algorithms has significantly improved dropout 

prediction models. Lottering et al. [28] demonstrated 

that SVM outperformed other classifiers such as 

decision trees and naive bayes in handling high-

dimensional educational datasets. Their study showed 

that SVM, combined with feature selection techniques, 

achieved the highest accuracy of 99.31%, proving its 

effectiveness in capturing complex patterns within the 

data. Additionally, Nuanmeesri et al. [21] highlighted 

the superior performance of neural network models 

when integrated with multiple feature selection 

methods, including CFS, gain ratio, and chi-square. 

This integration resulted in more robust and accurate 

predictions of student dropout, emphasizing the need 

for advanced algorithms and comprehensive feature 

selection in EDM.  

Modeling: The preprocessing data includes a set of 

attributes that serve as the input. Classification model 

testing uses DT, SVM, and NB based on training data 

and test data formed by the K-fold cross-validation 

(tenfold) process. In K-fold cross-validation, we 

randomly divide the dataset into multiple partitions and 

perform data processing k times. K-fold cross-

validation with k = 10 provides a more stable estimate 

because it allows the data to be used as training data and 

test data as much as 90% and 10% of the total data, 

respectively [46].  
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DT: DT is a classification algorithm that models the 

classification process via hierarchical decisions 

organized in a tree structure. This algorithm offers 

easily interpretable, flexible, and visualizable DTs [47]. 

Information gain metrics are critical when selecting the 

testing attributes for each node in the DT algorithm 

[42]. The modelling begins with preparing training data 

and determining the root attribute based on gain value 

calculations. The entropy value is needed to calculate 

the gain value using Equation 3. 

𝐼(𝑆𝐴)  =  ∑ −𝑃𝑖𝑙𝑜𝑔2(𝑃
𝑖
)𝑘

𝑖 = 1   (3) 

S is the set of cases in attribute A, K is the number of 

partitions in S, and Pi is the probability of Si regarding 

S. The entropy value above is then used to calculate the 

information gain value using Equation 4. 

𝐺𝑎𝑖𝑛 (𝑆, 𝐴)  =  𝐼(𝑆𝐴)  − ∑
|𝑆𝑖|

|𝑆|

𝑘
𝑖 = 1 ×  𝐼(𝑆𝑖)  (4) 

Using |Si| number of cases in the ith partition and |S| 

number of cases in S, root determination is reiterated 

until all data are partitioned. 

SVM: SVM uses a high-dimensional feature space for 

classification. SVM uses a hypothesis space as linear 

functions in a feature space, trained with a learning 

algorithm based on optimization theory by 

implementing learning bias derived from statistical 

learning theory [48]. Its concept involves attempting to 

find the best multiple paths or decision boundaries that 

separate two classes. This optimal boundary or region 

is known as the hyperplane. 

By using the kernel concept, SVM can be applied to 

both linear and nonlinear data. Processing data with 

numerous features can become complex when handled 

linearly, which can be resolved using kernel functions 

to transform the data into a higher-dimensional space 

[49]. Choosing the proper kernel function is crucial 

because it determines the appropriate feature space to 

produce classification with the best accuracy. The 

recommended kernel to test first is RBF, which offers 

the same efficiency as a linear kernel and exhibits 

behaviour similar to a sigmoid kernel function with 

other parameters[50]. 

 NB: NB is a probabilistic classification algorithm 

developed based on Bayes decision theory. This 

algorithm uses the theory to calculate the conditional 

probability of a class variable, taking into account the 

observed values of other feature variables [51]. The NB 

classifier describes training assuming that features do 

not depend on specific classes. The general form of 

Bayes’ theorem is described using Equation 5. 

𝑃(𝐶𝑘 |𝑋 𝑖)  =  
𝑃(𝐶𝑘) × 𝑃(𝑋 𝑖 | 𝐶𝑘)

𝑃(𝑋 𝑖)
  (5) 

In Equation 5, C represents the class to be predicted, 

and Xi represents the attributes used in classification 

with i = 1, 2,..., n. Equation (5) explains that the 

probability that a sample is included in class C 

(posterior) is calculated by multiplying the probability 

of the appearance of class C before observing the 

sample (prior) by the probability of the appearance of 

the sample attributes in class C (likelihood), which is 

then divided by the probability of the occurrence of all 

sample attributes (evidence). 

In NB, a Gaussian distribution approach calculates 

conditional probability or likelihood values. Thus, 

Equation 6 calculates the likelihood with a Gaussian 

distribution. 

𝑃(𝑋 𝑖|𝐶𝑘)  =  
1

√2𝜋 𝜎𝑖𝑘
2

𝑒𝑥𝑝(−
1

2
(

(𝑋 𝑖 −𝜇𝑖𝑘)2

 𝜎𝑖𝑘
2 ))            (6) 

The variable μ represents the average parameter, 

whereas 𝜎2 represents the variance. 

Evaluation: The model was analyzed using the 

confusion matrix method. The confusion matrix is a 

table used to assess the performance of classification 

models in data mining. The binary classification 

confusion matrix table is a 2-by-2 table formed by 

calculating four results from the binary classifier [52]. 

The evaluation of the confusion matrix model is shown 

in Table 7. 
 

Table 7. Evaluation using the confusion matrix 

 Actual Positive Actual Negative 

Predicted Positive 
True Positive 

(TP) 

False Positive (FP) 

Predicted Negative 
False Negative 

(FN) 

True Negative (TN) 

 
The evaluation matrix is used to calculate the 

classification model’s accuracy, precision, recall, and 

F1 score values, as respectively shown in Equations 7– 

10. 

accuracy =  
TP + TN

TP + TN + FP + FN
 ×  100%                 (7) 

Precision =  
TP

TP + FP
 ×  100%            (8) 

Recall =  
TP

TP + FN
 ×  100%     (9) 

F1 score =  2 × 
Precision ⋅ Recall 

Precision + Recall
            (10) 

3. Results and Discussion 

3.1. Result 

This research involves three experimental scenarios, 

starting with the data collection and preprocessing 

stages. The first scenario used a dataset without feature 

selection; the second scenario used a dataset after 

preprocessing with attribute selection based on the CFS 

method; and the third scenario used a dataset with 

attributes selected using SU. Each scenario was tested 

using the DT, SVM, and NB classification algorithms. 

The dataset used belonged to the 2013 undergraduate 

student academic data at Sebelas Maret University, 

obtained from the academic information system. The 
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data were obtained from the Information and 

Communication Technology Management Unit of 

Sebelas Maret University and have not been processed. 

We had 2.476 rows of data comprising 65 features and 

one target, with two classes: not dropping out and 

dropping out. Table 8 shows a list of attributes in the 

data collection. 

Table 8. Data collection 

GPA 1 Gender … Home Status Target 

3.1 1 … 1 Not Dropout 

3.08 0 … 5 Not Dropout 

2.95 0 … 1 Not Dropout 

… … … … … 

2.7 1 … 1 Dropout 

Data cleaning was conducted in four stages, including 

cleaning features that do not provide information, 

cleaning features that duplicate information, mapping 

the features used, and cleaning data rows with missing 

values. Cleaning missing values was conducted by 

deleting rows containing missing values in the dataset. 

The final data cleaning process resulted in 2.463 data 

rows and 34 features. 

Data transformation is the process of converting data 

from a nominal to a categorical format by establishing 

a range. This process involves grouping data values into 

defined categories based on specific ranges of values. 

The results of changing numerical data to categorical 

data are shown in Table 9. 

Table 9. Data Transformation Results 

Attribute Value Description  

Total credits per 4th 

semester 

{1,2,3,4,5} 1 = 0–20 credits 

2 = 21–40 credits 

3 = 41–60 credits 

4 = 61–80 credits 

5 = 81–96 credits 

Average high school 

final score 

{1,2,3,4,5} 1 = 0–4.50 

2 = 4.50–5.50 

3 = 5.50–6.50 

4 = 6.50–7.50 

5 = >7.50 

GPA 1–4 {1,2,3,4,5} 1 = 0–1.50 

2 = 1.51–2.00  

3 = 2.01–2.50 

4 = 2.51–3.50 

5 = 3.51–4.00 

In the initial stage of CFS, the average correlation 

between each feature and the target variable was 

calculated using the Pearson correlation coefficient as a 

measurement tool. Furthermore, in merit calculations, 

the average correlation between features in a subset was 

calculated using the Pearson correlation coefficient. 

Then, these features were sorted from the feature with 

the highest merit to the feature with the lowest merit. 

The number of features to be taken in this stage was 

determined based on the top-ranking order of all 

features. The percentage levels used as a reference in 

feature retrieval were 25%, 50%, and 75%. Table 10 

displays the features grouped based on the percentage 

of feature retrieval.  

 

Table 10. Selected Features from CFS and Their Retrieval 

Percentages 

Percentage 
Number of 

Features 
Selected Features 

25% 8 Total credits per 4th semester, 4th 

semester GPA, 2nd semester GPA, 3rd 

semester GPA, gender, 1st semester 

GPA, Final high school score, student’s 

district  

50% 17 Total credits per 4th semester, 4th 

semester GPA, 2nd semester GPA, 3rd 

semester GPA, gender, 1st semester 

GPA, Final high school score, Student’s 

District, Hobbies, Student‘s Province, 

Admission Path, Parent’s District, High 

School Major, Father’s Income, 

Father’s Educational Background, 

Student Activities, Achievements 

75% 25 Total credits per 4th semester, 4th 

semester GPA, 2nd semester GPA, 3rd 

semester GPA, gender, 1st semester 

GPA, Final high school score, Student 

District, Hobbies, Student Province, 

Admission Path, Parent’s District, High 

School Major, Father’s Income, 

Father’s Educational Background, 

Student Activities, Achievements, 

Parent’s Province, Religion, Mother’s 

Educational Background, Father’s 

Occupation, Faculty, Citizenship, 

Department, Scholarship 

For feature selection using SU, first, an entropy 

calculation was performed for each feature within the 

dataset. Subsequently, information gain was calculated 

to assess each feature’s relevance to the classification. 

Then, the results obtained from the entropy and gain 

calculations were utilized to compute the SU value 

using Equation 2. The selection of the number of 

features that serve as samples in the training model was 

based on three distinct percentage levels: 25%, 50%, 

and 75%. Table 10 presents the categorization of 

features based on these different percentages. 

 

Fig. 2. Comparison between the original dataset and the dataset after 

applying the SMOTE 

Preprocessed datasets exhibit a notable imbalance 

between the majority and minority classes. The 

SMOTE was employed to address this issue as the 

dataset required a more equitable data distribution. 

Then, the resulting synthetic data was added to the 

dataset as new data. Creating synthetic data was 

conducted on student data from class 1 (dropout) until 

the minority class data were balanced with class 0 data 
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(no dropout). A comparison of the original dataset 

compared to the data after undergoing the SMOTE is 

shown in Figure 2. 

The results of implementing the DT algorithm, which 

was processed using tenfold cross-validation, are shown 

in Table 11. 
Table 11. Results of DT Implementation 

Feature 

selection 
Percentage 

Number 

of features 

Acc. 

(%) 

Prec. 

(%) 

Recall 

(%) 
F1 (%) 

Without 

Feature 

Selection 

- 34 90.94 88.65 93.87 91.17 

CFS 25% 8 87.11 84.71 90.71 87.53 

 50% 17 90.61 88.06 93.94 90.88 

 75% 25 90.83 88.23 94.22 91.11 

SU 25% 8 83.50 84.18 83.50 84.18 

 50% 17 91.29 91.55 91.29 91.55 

 75% 25 90.83 91.08 90.83 91.08 

Classification using a DT with CFS feature selection 

cannot improve performance. Meanwhile, the DT with 

SU feature selection enhanced feature retrieval 

performance by 50%, with an accuracy of 91.29% and 

an F1 score of 91.55%. 

The following classification algorithm uses an SVM 

with RBF. Data division in SVM testing uses tenfold 

cross-validation to avoid overfitting. The accuracy, 

precision, recall, and F1 score results are shown in 

Table 12. 

Table 12. SVM Implementation Results 

Feature 

selection 
Percentage 

Number 

of features 

Acc. 

(%) 

Prec. 

(%) 

Recall 

(%) 
F1 (%) 

without 

feature 

selection 

- 34 97.94 99.68 96.19 97.90 

Figure 4 25% 8 87.70 86.52 89.37 87.87 

 50% 17 94.55 94.04 95.16 94.59 

 75% 25 98.01 99.24 96.76 97.98 

SU 25% 8 82.94 81.46 85.57 83.35 

 50% 17 95.59 95.21 96.03 95.62 

 75% 25 98.16 99.10 97.23 98.14 

Table 12 shows the results of SVM testing using CFS at 

a percentage of 75%; the accuracy and F1 score 

increased to 98.01% and 97.98%, respectively. In 

addition, SVM testing using SU showed a 75% 

performance enhancement with an accuracy of 98.16% 

and an F1 score of 98.14%. The dropout classification 

results obtained using the NB algorithm, processed 

using tenfold cross-validation, are shown in Table 13. 

Table 13. Results of NB Implementation 

Feature 

selection 
Percentage 

Number of 

features 

Acc. 

(%) 

Prec. 

(%) 

Recall 

(%) 
F1 (%) 

Without 

feature 

selection 

- 34 74.70 70.08 86.20 77.31 

CFS 25% 8 69.12 82.50 48.59 61.14 

 50% 17 69.96 82.42 50.86 62.85 

 75% 25 76.47 80.53 69.89 74.76 

SU 25% 8 68.19 81.56 47.10 59.67 

 50% 17 68.39 80.01 49.18 60.87 

 75% 25 75.99 77.91 72.57 75.11 

CFS in the NB model produced higher accuracy 

(76.47%) than that obtained using all the features. 

Meanwhile, the implementation of SU increased 

performance at the 75% percentile, with accuracy 

reaching 75.99%. Although accuracy increased with 

CFS and SU, the F1 score did not significantly improve. 

3.2. Discussion 

This section presents the results obtained based on (1) 

predicting dropout using classifiers and (2) identifying 

features that influence dropout prediction.  

The evaluation results of each model without a feature 

selection process are illustrated in Figure 3. In this 

research, we compared the performance of the DT, 

SVM, and NB algorithms using 34 features (without 

feature selection), with the dropout status attribute set 

as the target class. The SVM with RBF achieved the 

best performance, with 97.94% accuracy, 99.68% 

precision, 96.19% recall, and a 97.90% F1 score. 

Meanwhile, the NB model performed the least 

favourably, with an accuracy rate of 74.70%. 

 

Fig. 3. Comparison of the model evaluation of all features 

After applying the three models to predict student 

dropout using the features selected via CFS and SU, the 

performance results were obtained, as shown in Table 

14. 

Table 14. Performance of the Algorithms Combined with Feature 

Selection Methods 

Model Accuracy Precision Recall F1 Score 

DT + CFS (25%) 87.11% 84.71% 90.71% 87.53% 

DT + SU (25%) 83.50% 80.88% 88.02% 84.18% 

DT + CFS (50%) 90.61% 88.06% 93.94% 90.88% 

DT + SU (50%) 91.29% 88.85% 94.44% 91.55% 

DT + CFS (75%) 90.83% 88.23% 94.22% 91.11% 

DT + SU (75%) 90.83% 88.56% 93.76% 91.08% 

SVM + CFS (25%) 87.70% 86.52% 89.37% 87.87% 

SVM + SU (25%) 82.94% 81.46% 85.57% 83.35% 

SVM + CFS (50%) 94.55% 94.04% 95.16% 94.59% 

SVM + SU (50%) 95.59% 95.21% 96.03% 95.62% 

SVM + CFS (75%) 98.01% 99.24% 96.76% 97.98% 

SVM + SU (75%) 98.16% 99.09% 97.23% 98.14% 

NB + CFS (25%) 69.12% 82.50% 48.59% 61.14% 

NB + SU (25%) 68.19% 81.56% 47.10% 59.67% 

NB + CFS (50%) 69.96% 82.42% 50.860% 62.850% 

NB + SU (50%) 68.39% 80.01% 49.18% 60.87% 

NB + CFS (75%) 76.47% 80.53% 69.89% 74.76% 

NB + SU (75%) 75.99% 77.91% 72.57% 75.11% 



 Haryono Setiadi, Indah Paksi Larasati, Esti Suryani, Dewi Wisnu Wardani,  

Hasan Dwi Cahyono, Ardhi Wijayanto, Afrizal Doewes  

Jurnal RESTI (Rekayasa Sistem dan Teknologi Informasi) Vol. 8 No. 4 (2024) 

 

This is an open access article under the CC BY-4.0 license                                                                                 550 

 

 

Fig. 4. Performance of the algorithms combined with feature selection methods 

Based on the comparison results shown in Table 14 and 

Figure 4, SU provided increased accuracy in all 

classification algorithms applied in this research. The 

DT algorithm's use of CFS decreased matrix accuracy, 

precision, recall, and F1 score performance. 

Meanwhile, the DT algorithm, which used 17 relevant 

features based on SU, further improved the accuracy, 

precision, and F1 scores compared with the models built 

without feature selection. The evaluation results 

obtained using NB showed that the model significantly 

increased matrix precision and accuracy. However, 

after using CFS and SU, the recall and F1 scores 

decreased. The increased accuracy and precision 

indicate that the model is more likely to provide correct 

predictions (both positive and negative) and be better at 

correctly identifying positives, but it does contain some 

cases that should be predicted to be positive.  

Incorporating feature selection techniques into the DT 

and NB models improves accuracy; however, our 

evaluations reveal that SVM outperforms the other 

algorithms. The SVM + SU model with 25 features does 

the best job of predicting dropout when comparing the 

CFS and SU feature selection models across the three 

classification algorithms. This model has the highest 

accuracy, recall, and F1 scores. Alternatively, the SVM 

+ CFS model with 25 features has the highest precision 

value, demonstrating the accurate identification of 

positive classes. 

In addition to improving prediction accuracy, 

comparing two feature selection techniques can provide 

insights into which attributes significantly impact a 

student’s potential to drop out. Implementing CFS and  

SU’s dropout student data results in similar rankings of 

the top features. However, there is a difference between 

“Gender” and “GPA 1st Semester,” which appear in 

fifth and sixth place in both feature selections. 

However, CFS and SU have the same top features: total 

credits per 4th semester, gender, and GPA from 1st to 

4th semester.  

In addition, the domicile of origin is vital in student 

dropout prediction, as can be seen from the same 

ranking for the features “student’s district” and 

“student’s province” in both methods. The feature 

selection computing results are sorted from the highest 

to the lowest value, as listed in Table 15. 
 

Table 15. List of Feature Importance Based on the Feature Selection 

Method 

Rank  CFS SU 

1 
Total credits per 4th 

semester 
Total credits per 4th semester 

2 4th semester GPA 4th semester GPA 

3 2nd semester GPA 2nd semester GPA 

4 3rd semester GPA 3rd semester GPA 

5 Gender 1st semester GPA 

6 1st Semester GPA Gender 

7 Final high school score Parent’s District 

8 Student District Student‘s District 

9 Hobbies Department 

10 Student Province Student’s Province 

11 Admission Path Parent’s Province 

12 Parent’s District Final high school score 

13 High School Major Scholarship 

14 Father’s Income Admission path 

15 
Father’s Educational 

Background 
Achievements 

16 Student Activities Father’s Income 

17 Achievements High School Major 

18 Parent’s Province Religion 

19 Religion Citizenship 

20 
Mother’s Educational 

Background 
Faculty 

21 Father’s Occupation Hobbies 

22 Faculty Mother’s Occupation 

23 Citizenship Student Activities 

24 Department 
Mother’s Educational 

Background 

25 Scholarship Home Status 

26 Source of costs Father’s occupation 

27 Home Status 
Father’s Educational 

Background 

28 Scholarship provider Source of costs 

29 Mother’s income Mother’s income 

30 Mastery of foreign texts Marital status 

31 Marital status Scholarship provider 

32 Mother’s occupation Mastery of foreign texts 

33 Suffering from illness Suffering from illness 

34 Gap year Gap year 
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The CFS and SU methods produce the nine lowest-

ranking features, with similar results. Some of the 

features eliminated by both methods include the source 

of costs, mother’s income, marital status, scholarship 

provider, mastery of foreign texts, suffering from 

illness, and gap year. Besides these similarities, they 

also exhibited some differences.  

For example, CFS excludes home status and the 

mother's occupation, whereas SU excludes the father's 

occupation and educational background. The 

comparison of feature selection results (Table 15) 

shows that the two feature selection methods have 

slightly different perspectives on evaluating the 

relevance of features in the context of student dropout 

prediction. These differences can affect the 

performance of the models built based on the selected 

features. 

The results of the CFS and SU methods employed in the 

DT, SVM, and NB algorithms provide significant 

comparisons with previous research. Preprocessing 

revealed data imbalances, particularly in students at risk 

of dropout compared to non-drops. To address this, we 

applied the SMOTE, as reported by Flores et al. [53], to 

enhance dropout prediction. In both studies, the NB 

classifier and tree-based algorithms were used. 

However, in our study and the work conducted by 

Flores et al. [53], these algorithms did not consistently 

outperform the proposed algorithm in all evaluations. 

This research used a dataset containing personal 

information, academic track records, and family-related 

information. To determine whether total credits and 

GPA had a significant effect on dropout prediction, we 

used CFS and SU. Notably, the importance of total 

credits as a predictive feature aligns with prior research 

conducted by Bedregal-Alpaca et al. [54] using 

academic data and the DT algorithm. The difference is 

that there is a feature selection process to select relevant 

features and optimize prediction performance. 

Implementing SU in the DT produces an accuracy of 

91.29%, higher than the previously reported accuracy 

of  83.19%. 

The findings about how important GPA is in predicting 

student dropout are similar to those of Febro et al. [34]. 

They discovered that GPA is very important in 

predictions made using three feature selection methods: 

CFS, information gain, and chi-square. These findings 

confirm our research that GPA, or aspects of academic 

grades, are very relevant in predicting dropout, as 

identified by Febro et al. [34]. 

The CFS and SU feature selection results show that the 

SVM model works better than the others, which backs 

up what  Lottering et al. [28]. However, our research 

demonstrates the performance enhancement of SVM 

via feature selection, unlike the study conducted by 

Lottering et al. [28], which showed no accuracy 

improvement following feature selection. In this study, 

the SVM + SU model achieved the highest accuracy of 

98.16%, whereas in the previous research, the accuracy 

reached 99.31%. 

In this study, implementing CFS did not increase the 

DT's accuracy. This decrease is due to the DT's focus 

on finding key features when dividing nodes in a tree. 

However, when applying feature selection to the DT, 

the selection method may eliminate essential features 

for accurate classification [55].  

To provide a clear overview of the most influential 

features identified by each model combination, we 

present Table 16. This table showcases the top five 

features selected by each algorithm and feature 

selection method pairing. 

Table 16: Top 5 Features Identified by Different Model 

Combinations 

Model Top 5 Feature 

DT + CFS 1. Total credits per 4th semester 

2. 4th semester GPA 

3. 2nd semester GPA 

4. 3rd semester GPA 

5. Gender 

DT + SU 1. Total credits per 4th semester 

2. 4th semester GPA 

3. 2nd semester GPA 

4. 3rd semester GPA 

5. 1st semester GPA 

SVM + CFS 1. Total credits per 4th semester 

2. 4th semester GPA 

3. Gender 

4. Student's District 

5. Final high school score 

SVM + SU 1. Total credits per 4th semester 

2. 4th semester GPA 

3. 2nd semester GPA 

4. 3rd semester GPA 

5. Parent's District 

NB + CFS 1. Total credits per 4th semester 

2. 4th semester GPA 

3. 2nd semester GPA 

4. 3rd semester GPA 

5. Student's Province 

NB + SU 1. Total credits per 4th semester 

2. 4th semester GPA 

3. 2nd semester GPA 

4. Department 

5. Student's District 

Analyzing Table 14 reveals consistent patterns across 

different model combinations. We unanimously 

identify the total credits per 4th semester and the 4th 

semester GPA as the two most influential features, 

aligning with findings from previous studies [56]  [57]. 

This underscores the critical role of academic 

performance, particularly in later semesters, in 

predicting dropout risk. Interestingly, geographical 

factors such as the student's district or province appear 

in several models, suggesting that socio-geographic 

background may play a significant role in dropout 

prediction, a finding echoed in recent literature [58]. 

Some models also include gender, which warrants 

further investigation into potential gender-based 

disparities in dropout risk [59]. 

Moreover, the appearance of 'Department' in the NB + 

SU model aligns with findings from Hu et al. [60], who 
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identified course-specific factors as significant 

predictors of student performance and retention. The 

consistency of GPA across semesters as a top feature 

supports the findings of Fernandes-Garcia et al. [61], 

who emphasized the importance of continuous 

academic monitoring in dropout prevention strategies. 

It's noteworthy that our models identified 'Final high 

school score' as an influential feature, corroborating the 

findings of Gafarov et al. [62], who found pre-

university academic performance to be a significant 

predictor of university success and retention. This 

suggests that early interventions, even before university 

enrollment, could be crucial in mitigating dropout risk.  

4. Conclusions 

We examined two research questions to help higher 

education institutions make decisions about student 

dropout. The first question concerns the efficacy of 

filter-based feature selection methods (CFS and SU) in 

classifying student attrition risks using academic data. 

The findings indicate that both CFS and SU 

significantly impact dropout classification 

performance. The application of SVM and DT 

algorithms reveals that SU offers a more substantial 

contribution than CFS. In the DT, SU improves the 

prediction accuracy to 91.29%, showing a significant 

enhancement. Meanwhile, SVM yields the best results 

with SU, boasting a remarkable accuracy of 98.16% and 

an F1 score of 98.14%. Using CFS produces better 

performance on NB than SU, with an accuracy of 

76.47%. However, this increment in accuracy does not 

coincide with a proportional improvement in the F1 

score, underscoring the need to optimize the trade-off 

between precision and recall. The second question 

identifies what attributes influence undergraduate 

students’ dropout propensity. Applying CFS and SU 

can be essential in selecting high-relevance features for 

predicting potential student attrition. We revealed many 

factors that wield substantial influence in elucidating 

students’ predisposition to discontinue their studies, 

including total semester IV credits, GPA from the 1st to 

the 4th semester, gender, and student domicile. This 

study highlights the significance of the number of 

features selected within the CFS and SU methods, as it 

can substantially influence model classification 

performance. Taking too few or too many features can 

reduce these selection methods' classification ability. 

Future research may investigate hybrid approaches to 

optimize feature selection. Particle swarm optimization 

or genetic algorithms can help identify the best attribute 

combination. Moreover, incorporating optimization 

parameters into the classification model becomes 

imperative to improve accuracy. Thus, our results can 

help improve the efficiency and accuracy of the 

classification models built within the framework of this 

research. 
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