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Abstract  

Accurately identifying facial skin types is essential for recommending the right skincare treatments and products. 

Misidentifying skin types can lead to negative consequences, such as irritation or worsening of skin conditions. This study 

investigated methods for classifying facial skin types into five categories: oily, acne-prone, dry, normal, and combination. A 

dataset of 1725 augmented facial images was used. Data augmentation techniques likely increased the dataset's diversity, 

which helps improve the model's generalization ability. The data underwent preprocessing, including rescaling, before being 

applied to two deep learning models, CNN and MobileNetV3. The models were evaluated based on accuracy and execution 

time to determine the most effective approach for classifying facial skin types. The CNN model achieved an accuracy of 64%, 

demonstrating its potential for image classification tasks. However, the MobileNetV3 model significantly outperformed CNN 

with an accuracy of 84%. This superior performance is attributed to MobileNetV3's advanced architecture, which is optimized 

for efficient feature extraction, and particularly relevant for capturing the subtle variations in facial skin types. Therefore, 

MobileNetV3 emerged as the more effective method for classifying facial skin types with higher accuracy. 
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1. Introduction  

The skin is the outermost organ of the human body, 

functioning as a protective barrier for other body parts. 

Every individual has different skin conditions 

influenced by factors such as the environment, immune 

system, chemicals, and physical attributes [1], [2], [3]. 

Facial skin is the most sensitive compared to other body 

areas, making it more prone to problems. Inappropriate 

skincare can lead to facial skin issues [2], [4]. In the 

context of skincare, understanding facial skin types is 

crucial for addressing skin problems and selecting 

suitable products [3]. [4]. Therefore, a classification 

system that can help in identifying facial skin types 

through image recognition is necessary. This 

classification approach can assist people in recognizing 

their skin type, saving costs, time, and effort, and 

eliminating the need for direct consultations with 

dermatologists [4], [5]. 

One successful classification approach is using 

Artificial Neural Networks (ANN), further developed 

into Deep Learning [6]. This deep learning application 

is ideal for image classification in computer vision tasks 

[7], which involves identifying and categorizing objects 

in images/videos into predefined categories. A 

frequently used method for image data is Convolutional 

Neural Network (CNN) [8]. CNNs have deep network 

layers and are widely used in image data, making them 

popular for object detection. Generally, CNN 

algorithms consist of three layers: convolutional, 

pooling, and fully connected layers. Various related 

studies have shown that CNNs have high accuracy in 

image processing. 

Previous research has utilized CNN algorithms to 

classify facial skin types into four labels: normal, oily, 

combination, and dry, based on microscopic images. In 

this research, CNN was used with convolutional layers 

to extract features from images. The extracted features 

https://doi.org/10.29207/resti.v8i6.5982
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were then sent to pooling layers to reduce data 

dimensions. Dropout techniques were also used to 

reduce overfitting, and in the classification stage, a fully 

connected layer was implemented. Each class was 

computed using non-linearity with the ReLU activation 

function, achieving an accuracy of 99.5% [9]. Another 

study classified facial skin types using the CNN 

architecture ResNet-50 into three labels: normal, dry, 

and oily, with a dataset of 1,119 images. The modeling 

involved preprocessing with resizing and 

normalization, yielding an accuracy of 99.86% [5]. 

Besides CNN, MobileNetV3 offers a potential solution 

for detecting complex images, designed for high 

computational efficiency [10]. MobileNet is a CNN 

architecture that uses depthwise separable 

convolutions, reducing computation compared to 

standard convolutions. Depthwise separable 

convolutions work by separating the filtering operation 

(depthwise convolution) from the combining operation 

(pointwise convolution) into separate operations, thus 

performing fewer operations [11]. The main difference 

between MobileNet and other CNN architectures is the 

use of convolutional layers with filter thickness 

appropriate for the input image. MobileNetV3 also 

includes shortcuts between bottlenecks, enabling faster 

training with good accuracy [12]. Research conducted 

on skin segmentation and aging signs classification in 

2022 [13], demonstrated that MobileNetV3 

outperformed MobileNetV2, NASNet-Mobile, and 

EfficientNet-B0 with an accuracy of 94%. 

Various studies on facial skin classification show the 

efficacy of CNN and MobileNetV3 in classification. 

However, a comparison between CNN and 

MobileNetV3 methods is necessary as they offer 

different approaches in terms of computational 

efficiency and accuracy. CNN has shown superior 

accuracy through various studies but often requires 

significant computational resources and long training 

times [14], whereas MobileNetV3 is designed for high 

computational efficiency with depthwise separable 

convolutions, allowing for lower computational power 

usage. In this thesis, the researcher will classify facial 

skin types into five categories: normal, oily, acne-

prone, combination, and dry, comparing the CNN and 

MobileNetV3 methods. Each classification step will be 

performed identically for both methods and then 

compared to determine the best model for facial skin 

type classification [15]. The comparison will evaluate 

precision, recall, F1-score, accuracy, and execution 

time. The best-performing model will be implemented 

into a mobile application using deep learning 

technology to classify facial skin types based on directly 

inputted facial images. This implementation aims to 

facilitate the determination of skin types, avoiding 

difficulties and errors in identifying facial skin types. 

2. Research Methods 

The method for carrying out processing in this study is 

explained in this session. From dataset preparation, a 

series of preprocessing stages to clean data from things 

that interfere with the data processing process, 

transforming data into the numerical form using the 

rescaling method to data mining and evaluation. The 

stages of this study are visualized in Figure 1. 

 

Figure 1. Proposed Method’s Step 

The method for carrying out the processing in this study 

is detailed in the following steps. The process begins 

with the collection of a skin image dataset from various 

sources, including Kaggle and web scraping from the 

Bing search engine, utilizing Python libraries. The 

collected dataset is then augmented to increase its 

diversity and size, which is crucial for enhancing the 

model's generalization and performance on unseen data. 

Following augmentation, the dataset undergoes 

preprocessing through rescaling to ensure uniformity 

and optimal input for the models. Subsequently, the 

preprocessed data is implemented using two different 

methods: Convolutional Neural Network (CNN) and 

MobileNetV3. Each method is applied separately to the 

dataset, and their respective implementations are 

compared. Finally, the results of both methods are 

evaluated to determine the best-performing model for 

facial skin type classification, concluding the process. 

2.1. Research Data 

The dataset will be collected through two methods: first, 

using the datasets available on Kaggle, a platform that 

provides various datasets for data analysis and machine 

learning. Through Kaggle, the researcher will search for 

studies whose datasets are related to this final project by 

entering appropriate search keywords. Second, 

additional data will be collected through the scraping 

process from the Bing search engine. This scraping 

process is conducted to gather relevant and up-to-date 

data that is not available in the Kaggle datasets. The 

data collection process using this scraping technique 

will be done using libraries in the Python programming 

language. 

The facial skin characteristics data used were obtained 

based on analysis conducted through literature review. 

Each identified facial characteristic was categorized 

into the five predetermined skin type labels. These 

characteristics for each skin type will be used to classify 
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each image dataset obtained through scraping and 

Kaggle data according to their respective labels. To 

enhance the validity of the data used, the dataset and 

label determination were verified directly by 

dermatologists to improve the accuracy of the data and 

information used in this study. 

The dataset used in this research was collected from 

facial images of individuals residing in North Sumatra, 

specifically the Toba Regency, Medan, and the 

surrounding areas. This dataset will be divided into five 

folders according to their labels, and each label will 

contain images as illustrated in Figure 2.  

 
Figure 2. The Dataset 

2.2. Convolutional Neural Network (CNN) 

The first step is the initialization and initial preparation 

for the CNN model. This includes defining the model 

architecture, setting parameters, and loading the dataset. 

Next is the convolution stage, where the input image 

matrix is convolved with kernels or filters to extract 

features from the images. Each kernel will produce a 

feature map that represents specific information in the 

image. This convolution process can be repeated to 

allow the network to understand more complex features 

as the depth increases, depending on the model being 

built. 

After the convolution process, the result is processed by 

the ReLU activation function to introduce nonlinearity 

into the network, allowing it to learn more complex 

features from the data. ReLU also helps reduce the 

vanishing gradient problem that often occurs in deep 

neural networks. The next stage is Max Pooling, which 

is used to reduce the spatial dimensions of the feature 

maps produced by convolution. Max pooling selects the 

maximum value from a specific area to represent the 

entire area, making the resulting representation more 

resistant to shifts and helping to reduce overfitting [16]. 

The repetition of these layers processes lower-level 

information in the initial layers and higher-level 

information in the deeper layers. After several 

convolution and pooling layers, the dimension-reduced 

data is flattened into a one-dimensional vector to be 

processed by the fully connected layer, which then takes 

the learned features to perform classification. With 

repeated convolution and pooling, CNNs can enhance 

their capacity to learn increasingly complex features, 

improving performance in tasks such as image 

recognition. 

 

Figure 3. Example of Feature Map 

The input is a 7×7 matrix, with a 3×3 kernel and a stride 

of 1. The calculation performed to obtain the feature 

map is as follows: 

(0*(-1)) + (0*0) + (0*1) + (0*(-2)) + (2*0) + (2*2) + 

(0*(-1)) + (1*0) + (0*1) = 4 
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The value obtained from this calculation represents the 

process of extracting a feature map. This value is then 

used in the activation process with ReLU as shown in 

Figure 3. ReLU activation involves converting negative 

values to 0 in the feature map using the ReLU function 

as shown in Figure 4. 

 

Figure 4. Feature Map Result by ReLU 

The next step is max pooling, which is performed to 

extract the maximum value from each region of the 

feature map obtained after the ReLU convolution as 

shown in Figure 5. 

 

Figure 5. Max Pooling 

The next step is to combine each channel from the 

pooling process and convert the matrix into a one-

dimensional vector. This vector will then be mapped to 

the features of each class. Max pooling is a technique 

used in CNNs to reduce the dimensionality of the 

feature map resulting from convolution. This process 

involves taking the maximum value from each region 

defined by the pooling operation, which follows the 

ReLU convolution. 

The resulting feature map will then be transformed into 

a one-dimensional array, a process known as flattening. 

This flattened vector is then connected to the neurons in 

the fully connected (dense) layer. During the pooling 

stage, the feature map is still in 2D form, so it must be 

converted into a one-dimensional vector or row array to 

be used in the fully connected layer as shown in Figure 

6. 

 

Figure 6. Fully-Connected Layer 

The choice of using a row vector simplifies the process 

for the fully connected layer, where each element of the 

vector becomes an input to the neurons in the dense 

layer. Converting to a 1D vector allows the model to 

learn and connect the local features that have been 

detected to the desired output classes. The fully 

connected layer is connected to output neurons 

representing classes such as oily, acne-prone, normal, 

dry, and combination. Each neuron in the output layer 

provides a score indicating how confident the model is 

that the input belongs to that class. The class with the 

highest score will be the final prediction of the model. 

Oily Class = 
ⅇ(5+1+1)

ⅇ((5+1+0+0+4+4+1+0+3+4+4+2+1+1+2+0)
  

= 0.21 

Acne Class =  
ⅇ(0+0+4+1)

ⅇ((5+1+0+0+4+4+1+0+3+4+4+2+1+1+2+0)
  

= 0.14 

Normal Class =
ⅇ(4+0+2)

ⅇ((5+1+0+0+4+4+1+0+3+4+4+2+1+1+2+0)
  

= 0.18 

Dry Class = 
ⅇ(1+4+4)

ⅇ((5+1+0+0+4+4+1+0+3+4+4+2+1+1+2+0)
  

= 0.28 

Combination Class  

= 
ⅇ(5+1+1)

ⅇ((5+1+0+0+4+4+1+0+3+4+4+2+1+1+2+0)
 = 0.21 

 

Figure 7. MobileNetV3 architecture 

From the calculation results, it is concluded that the 

class with the highest probability is the Dry class. 

An image with dimensions 224×224×3224 \times 224 

\times 3224×224×3 (height ×\times× width ×\times× 

RGB channels) is processed using 2D convolution. 

Using a 3×33 \times 33×3 filter with a stride of 2 and 

padding "same" results in an output dimension of 112. 

Padding "same" means adding extra pixels to the edges 

of the image to ensure the filter can be applied to the 

entire image. 

Equation 1 is used to calculate the output size,  

Output = (
 𝐼𝑛𝑝𝑢𝑡 𝑠𝑖𝑧ⅇ−filter size+Stride x Padding

Stride
) + 1    (1) 

The output is then processed using 8 filters in the 

bottleneck (Bneck) layer. Bneck is short for bottleneck 
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layers, which are a core component of the MobileNetV3 

architecture. Each bottleneck block typically includes a 

separate depthwise convolution followed by a 

pointwise convolution. These bottleneck layers are 

designed for high computational efficiency and reduced 

parameter count. 

2.3. Optimizer: Adam 

In this final research, the modeling process will include 

adding an optimizer. An optimizer is a method used to 

reduce the loss value during model training by adjusting 

the weights [17]. The optimization method used in this 

study is Adam. Based on tests conducted in CNN model 

research [18], [19].  To assess the impact of different 

optimizers on CNN models, it was found that Adam 

achieved a more optimal accuracy (98.89%) compared 

to Adamax (88.89%) and RMSprop (96.67%). This 

testing forms the basis for selecting Adam as the 

optimizer for this facial skin type classification 

research. 

Adam was chosen because it offers faster and more 

stable model convergence. Adam combines the 

advantages of RMSprop (which handles adaptive 

learning rates) and momentum (which helps speed up 

convergence). This method is also more stable and 

reliable in handling varied data and gradient changes 

during training [19], [20], [21]. Using the Adam 

optimizer will involve evaluating metrics by measuring 

accuracy, precision, and recall to provide a 

comprehensive view of the model's performance for 

classification [11], [19]. 

In the CNN and MobileNetV3 model for skin type 

classification, Adam will be invoked from the Keras 

library, which is part of TensorFlow. When Adam is 

called, Keras will use its internal implementation of 

Adam, containing all necessary logic and algorithms for 

running the optimizer. In Keras, Adam starts by 

initializing model parameters and two momentum 

variables—mean gradient and mean squared gradient—

which are initially set to zero. During each iteration, 

Adam calculates the gradient of the loss function 

concerning each model parameter, indicating the 

direction and magnitude by which the model parameters 

need to be adjusted to reduce loss. 

Next, momentum updates are performed. Adam updates 

the first moment by computing the exponential moving 

average of the current gradient and the previous first 

moment, giving insight into the average gradient 

direction. Adam also updates the second moment by 

calculating the exponential moving average of the 

squared current gradient and the previous second 

moment, providing insight into the average gradient 

magnitude. Since the first and second moments are 

initialized to zero, they are biased towards zero in the 

early iterations. Therefore, Adam performs bias 

correction for both moments to more accurately 

represent the true averages. After bias correction, Adam 

updates each model parameter by decreasing it with a 

dynamically computed learning rate based on the 

corrected moments. This means model parameters are 

updated faster or slower depending on the average 

gradient magnitude and the average squared gradient 

magnitude. 

3. Results and Discussions 

The data collection process resulted in a total of 521 

facial skin images, sourced from Kaggle and web 

scraping. These images were categorized into different 

skin types: normal, acne, oily, dry, and combination. 

This dataset was crucial for training the Convolutional 

Neural Network (CNN) and MobileNetV3 models. 

Table 1 is the detailed count of collected facial skin 

images based on skin types. 

Table 1. Source Datasets 

Skin Type Count 

Normal 129 

Oily 111 

Acne 127 

Dry 88 

Combination 66 

TOTAL 521 

The collected dataset includes images in jpg, jpeg, and 

png formats. In the initial dataset splitting, the 521 

images were divided into training and testing sets with 

an 80-20 split ratio. 

In this research, we conducted several significant 

experiments to evaluate the performance of 

MobileNetV3 from multiple perspectives as shown in 

Figure 7. These experiments included comparing 

various data augmentation techniques to determine the 

most effective method for improving accuracy and 

reducing loss, as well as comparing the performance of 

CNNs without using the MobileNetV3 architecture 

based on the confusion matrix. The results of the 

augmentation techniques experiments are presented in 

Table 2. Based on Table 2, the results show that the 

Rescale preprocessing method outperformed other 

techniques in classifying facial skin types. The Rescale 

model achieved the lowest Loss (0.2594), highest 

Accuracy (90.40%), Precision (0.9228), Recall (0.885), 

and F1-Score (0.9054), indicating superior performance 

in minimizing prediction errors and achieving a balance 

between precision and recall. Consequently, the rescale 

augmentation technique will be adopted for model 

development. 

Table 2. Comparison of Augmentation Techniques 

Augmentation Techniques 
Model Evaluation 

Loss Accuracy Precision Recall F1 Score 

Rescale 0.2594 0.9040 0.9228 0.885 0.9054 

Rescale & Noise Removal 0.2833 0.8854 0.9013 0.8762 0.8885 

Rescale & Greyscale 0.3272 0.9009 0.9172 0.8576 0.8864 
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The subsequent experiment involves evaluating the 

model's performance during training, based on accuracy 

and loss graphs. In the first trial, we tested a CNN 

algorithm without a specific architecture. The results 

are depicted in Figure 8. 

 

Figure 8. Accuracy and Loss Grafik CNN Model 

Figure 8 illustrates the changes in accuracy and loss 

during the training and validation of the CNN model 

without a specific architecture over 50 epochs. The left 

graph shows the training accuracy (blue line) and 

validation accuracy (red line). Training accuracy 

gradually increased from approximately 0.2 to nearly 

0.9, while validation accuracy also increased in a 

similar pattern, indicating that the model was able to 

learn patterns effectively during training. The right 

graph shows the training loss (blue line) and validation 

loss (red line). Training loss decreased gradually from 

around 1.6 to approximately 0.2, while validation loss 

also showed a similar decrease, indicating that the 

model became better at minimizing errors. 

To further evaluate the performance of the CNN model, 

the next step involved assessing the model's 

performance based on evaluation metrics. The results 

are presented in Table 3. 

Table 3. Evaluation Result CNN Model 

 Precision Recall FI-

Score 

Support 

Acne 0.53 0.90 0.67 10 

Oily 0.50 0.50 0.50 10 

Dry 0.67 0.80 0.73 10 

Combination 1.00 0.50 0.67 10 

Normal 1.00 0.90 0.75 10 

Accuracy 0.66 50 

Based on the evaluation results presented in Table 3, the 

CNN model without a specific architecture exhibited 

relatively poor performance, achieving an accuracy of 

only 0.66 or 66%. This underperformance is further 

illustrated by the confusion matrix in Figure 9. 

 

Figure 9. Confusion Matrix Model CNN 
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The confusion matrix depicted in Figure 9 highlights 

the CNN model's limited predictive capabilities. The 

model demonstrates the best performance for the class 

'agne', achieving a true positive count of 9. 

The subsequent experiment will demonstrate the 

performance of the MobileNetV3 model when trained 

using the same dataset and parameters as the CNN 

model. The loss and accuracy graphs of the 

MobileNetV3 model are presented in Figure 10. 

 

Figure 10. Accuracy and Loss Grafik MobileNetV3 Model 

Based on the loss and accuracy graphs in Figure 10, the 

MobileNetV3 model exhibited rapid initial learning, as 

evidenced by the swift increase in accuracy and 

decrease in loss. After approximately 15 epochs, the 

model reached convergence, indicated by the 

stabilization of the accuracy and loss curves. This 

suggests that the model has ceased to make substantial 

performance improvements. Minor fluctuations in 

validation accuracy towards the end of training indicate 

that overfitting is not a significant concern. Overfitting 

occurs when a model becomes overly specialized to the 

training data, compromising its ability to generalize to 

new data. In this case, the MobileNetV3 model appears 

to maintain a healthy balance between training and 

validation. 

This significant outcome is also evident in the model 

evaluation during training, as presented in Table 4. 

Table 4. Evaluation Result MobileNetV3 Model 

 Precision Recall FI-Score Support 

Acne 0.91 1.00 0.95 10 

Oily 0.73 0.80 0.76 10 

Dry 0.83 1.00 0.91 10 

Combination 1.00 0.40 0.57 10 

Normal 0.83 1.00 0.91 10 

Accuracy 0.84 50 

Table 4 indicates that the model achieved a satisfactory 

performance with an accuracy of 84%. This result was 

obtained using the same dataset and parameters as those 

used in the CNN model. 

Meanwhile, the performance of the MobileNetV3 

model in classifying skin disorders is presented in 

Figure 11. 

 

Figure 11. Confusion Matrix Model MobileNetV3 
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Based on Figure 11, the MobileNetV3 model 

demonstrates a strong ability to recognize patterns in the 

training data and apply them effectively to the 

validation data. The confusion matrix indicates that the 

MobileNetV3 model performs exceptionally well in 

classifying oily, dry, and normal skin types, with all 

samples being correctly classified. However, there are 

some misclassifications for the oily and combination 

skin types.  

From these results, it can be concluded that 

MobileNetV3 far outperforms CNN with significant 

performance. The MobileNetV3 outperformed the 

CNN with an accuracy of 84%, precision of 0.83, recall 

of 0.84, and an F1-Score of 0.83. 

To facilitate a clearer comparison between the CNN and 

MobileNetV3 models, the following table presents the 

evaluation results of both models during training. 

Table 5. Comparison Result of CNN and MobileNetV3 

Distinguishing 

Parameters 

Model 

Convolutional 

Neural Network 

MobileNetV3 

Precision (%) 0.74 0.86 

Recall (%) 0.66 0.84 

F1-Score (%) 0.66 0.84 

Accuracy (%) 0.66 0.84 

Execution Time (s) 9.361 2.071 

Based on Table 5, a substantial discrepancy in model 

evaluation metrics is evident between the CNN and 

MobileNetV3 models. MobileNetV3 outperforms CNN 

by a significant margin of 18% in terms of accuracy. 

This can be attributed to the depthwise separable 

convolutions employed in MobileNetV3, which 

significantly reduce the computational burden, making 

it a more efficient model compared to CNN. 

Furthermore, the analysis revealed that MobileNetV3 is 

particularly adept at handling intricate facial images, a 

result attributed to its architectural design incorporating 

depthwise separable convolutions and shortcut 

connections. This combination accelerates the training 

process without compromising accuracy. Conversely, 

CNN, being a relatively larger model, may struggle with 

limited datasets, unlike MobileNetV3, which is 

specifically designed for resource-constrained 

environments. 

4. Conclusions 

The research findings unequivocally demonstrate that 

MobileNetV3 significantly outperforms the 

Convolutional Neural Network (CNN) in classifying 

facial skin types, achieving an accuracy rate of 84% 

compared to CNN's 66%. Not only is MobileNetV3 

more accurate, but it also processes complex facial 

image data more efficiently. To enhance accessibility, 

the top-performing MobileNetV3 model has been 

integrated into an Android-based application, 

empowering users to capture images, access the camera, 

and independently classify their facial skin type. 

Although MobileNetV3 exhibits impressive 

performance, further research is warranted to optimize 

its accuracy and efficiency across diverse conditions. 

Exploring architectural modifications and expanding 

the dataset could yield promising results. 
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