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Abstract  

Obesity, a global health challenge influenced by genetic and environmental factors, is characterized by excessive body fat that 

increases the risk of various diseases. With over two billion individuals affected worldwide, addressing this issue is crucial. 

This study investigated the application of Artificial Intelligence (AI) to predict obesity status using a dataset of 1,610 

individuals, including demographic and anthropometric data. Four AI algorithms were analyzed: Artificial Neural Network 

(ANN), K-Nearest Neighbors (KNN), Random Forest, and Support Vector Machine (SVM). The Synthetic Minority Over-

Sampling Technique (SMOTE) was applied to address dataset imbalance. The results demonstrate that SMOTE significantly 

enhanced the models' performance, especially in recall and F1-score for minority classes, such as obesity. Random Forest 

achieved the highest accuracy (92%) and recall (92%) post-SMOTE. The ANN showed substantial improvement in recall, 

increasing from 77% to 89%, whereas the SVM achieved the highest precision (89%), minimizing false positives. Despite these 

improvements, KNN remained the least effective. The findings underscore the critical role of SMOTE in improving AI model 

accuracy for obesity prediction and highlight Random Forest as the most reliable algorithm for clinical decision-making. 

Limitations, such as dataset representativeness, suggest future research directions, including expanding data diversity and 

advanced feature selection techniques. This study provides valuable insights into leveraging AI and preprocessing methods for 

obesity management. 
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1. Introduction  

Obesity is an escalating global health challenge with 

significant public health implications. The World 

Health Organization (WHO) reports that the prevalence 

of obesity has steadily increased over the past few 

decades, affecting various age groups [1]. Globally, 

obesity has more than doubled since 1990 and has 

become one of the leading causes of morbidity and 

mortality associated with non-communicable diseases, 

such as coronary heart disease, hypertension, type 2 

diabetes, and certain types of cancer [2]. This increasing 

trend is particularly concerning in Southeast Asia, 

including Indonesia, where obesity is linked to a higher 

risk of chronic diseases and contributes to the growing 

burden on national healthcare systems [3]. 

In recent years, various efforts have been made to 

address obesity, including monitoring dietary patterns, 

physical activity, and developing technology-based 

predictive methods. Artificial intelligence (AI) has been 

widely used in the medical field to help predict an 

individual's health status by analyzing healthcare data 

[4]. One of the primary approaches involves utilizing 

machine learning models to analyze demographic and 

anthropometric data to identify individuals at risk of 

obesity [5]. 

However, one of the main challenges in applying AI for 

obesity prediction is data imbalance in healthcare 

datasets. This imbalance causes predictive models to be 

biased toward classifying individuals into majority 

categories, making minority groups, such as individuals 

with obesity, less likely to be accurately detected [6]. 

As a result, the model’s performance is often 

suboptimal in accurately identifying obesity cases. To 

address this issue, the Synthetic Minority Over-

Sampling Technique (SMOTE) has been introduced as 

a solution to enhance the representation of minority 
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classes by generating synthetic samples to balance data 

distribution [7]. 

Several studies have explored the use of SMOTE in 

various healthcare applications. However, research 

specifically evaluating its impact on the performance of 

different AI algorithms in obesity prediction remains 

limited [8]. Previous studies have typically assessed 

only one or two algorithms without conducting broader 

comparative analyses, making it difficult to draw 

comprehensive conclusions about the effectiveness of 

this method across different machine learning 

approaches. Additionally, many studies have only 

tested SMOTE on small or specific datasets, limiting 

the generalizability of their findings to larger 

populations  [9]. 

This study aims to evaluate and compare the 

performance of four machine learning algorithms 

Artificial Neural Network (ANN), Support Vector 

Machine (SVM), K-Nearest Neighbors (KNN), and 

Random Forest in predicting obesity status before and 

after applying SMOTE. These algorithms were selected 

due to their distinct characteristics in handling 

healthcare data. ANN is highly capable of recognizing 

complex patterns in nonlinear datasets, SVM is highly 

effective in classifying high-dimensional data, KNN 

operates based on similarity between data points, and 

Random Forest is known for its robustness against noise 

and its ability to handle datasets with numerous 

variables [10]. 

Theoretically, this study contributes by confirming the 

effectiveness of SMOTE in improving the performance 

of various machine learning algorithms in the 

healthcare domain. Practically, the findings of this 

research are expected to provide recommendations for 

healthcare practitioners in selecting more accurate and 

reliable obesity prediction methods to support data-

driven clinical decision-making. By leveraging 

advanced AI and data-balancing techniques such as 

SMOTE, early obesity detection can be enhanced, 

allowing for earlier medical interventions to prevent 

further complications [11]. 

With the growing health challenges posed by obesity, 

the development of accurate and reliable AI-based 

predictive models has become increasingly urgent. 

Therefore, this study offers new insights that contribute 

to the advancement of early obesity detection systems 

and opens opportunities for further exploration of AI 

integration in data-driven healthcare solutions [12]. 

2. Methods 

This study employs a quantitative approach with an 

experimental design to test and evaluate the 

performance of AI algorithms in predicting obesity 

status. This approach facilitates an objective analysis of 

the effects of data imbalance and the application of 

SMOTE [13], [14]. 

 

Figure 1. Flow chart of the study 

2.1 Dataset 

The dataset used in this study was obtained through an 

online survey involving 1,610 individuals from various 

regions in Turkey. The survey captured key variables 

relevant to obesity analysis, including gender, age, 

height, dietary habits, physical activity levels, smoking 

behavior, and transportation patterns. The study 

population comprised males and females aged 18 to 54 

years. The sample included 712 males and 898 females, 

with the obesity class distribution as follows: 

underweight (73 individuals), normal weight (658 

individuals), overweight (592 individuals), and obese 

(287 individuals). Sampling was designed to encompass 

diverse demographic, social, and lifestyle groups to 

ensure broad representation in predicting obesity status. 

[11], [15], [16]. 

 

Figure 2. Information about the study group that created the obesity 

dataset 

2.2 Preprocessing 

The SMOTE technique was applied to address data 

imbalance by generating synthetic samples of minority 

classes through linear interpolation. This method has 

proven effective in enhancing the performance of 

machine learning algorithms on imbalanced datasets 

[9], [12]. 
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The data collection process involved the following 

steps: (1). Downloading the dataset from a reliable 

public repository. (2). Cleaning the data to address 

anomalies and missing values. (3). Splitting the dataset 

into training and testing sets, with 70% allocated for 

training and 30% for testing. (4). Applying data 

preprocessing, such as normalization and 

standardization, to ensure consistency in the analysis 

[17]. 

2.3 Classification 

Artificial Neural Networks (ANN) is a machine 

learning algorithm inspired by the workings of the 

human brain. It processes data and generates 

predictions using layers of neurons (input, hidden, and 

output). ANN is highly effective in recognizing non-

linear and complex patterns in health datasets [18], [19]. 

It excels in analyzing high-dimensional data but may be 

prone to overfitting without the use of regularization 

techniques. Research has demonstrated that combining 

ANN with SMOTE improves the accuracy of obesity 

predictions for minority classes [20]. 

Support Vector Machines (SVM) employees supervised 

learning to address classification and regression tasks. 

The algorithm identifies the optimal hyperplane that 

separates classes within the data. SVM is particularly 

effective for high-dimensional datasets and those with 

complex distributions [21], [22]. However, its 

performance is sensitive to kernel parameter selection, 

making it more challenging to optimize compared to 

other algorithms. Applying SMOTE has been shown to 

enhance SVM performance on imbalanced datasets 

[23], [24]. 

K-Nearest Neighbors (KNN) is an instance-based 

algorithm that classifies new data points by evaluating 

their proximity to the K nearest neighbors in the feature 

space. It is simple and effective for small and uniformly 

distributed datasets [25], [26]. However, KNN is less 

stable when applied to large or noisy datasets. Recent 

studies have shown that preprocessing techniques, such 

as normalization and SMOTE, can significantly 

improve KNN's performance in obesity prediction  [27], 

[28]. 

Random Forest employs an ensemble approach using 

multiple decision trees. It is renowned for its robustness 

in handling large datasets with numerous features [29], 

[30], [31]. The algorithm is naturally resistant to 

overfitting due to its aggregation of results from 

individual trees. Studies indicate that integrating 

Random Forest with SMOTE enhances its sensitivity in 

detecting minority obesity classes [32]. 

The data analysis was conducted in four stages: (1). 

Data Preprocessing: Preparing the dataset by applying 

normalization, standardization, and SMOTE. (2). 

Artificial Intelligent Algorithm Implementation: 

Developing predictive models using ANN, SVM, KNN, 

and Random Forest. (3). Model Evaluation: Assessing 

algorithm performance using metrics such as accuracy, 

precision, recall, and F1-score, both before and after 

applying SMOTE. (4). Performance Comparison: 

Comparing the results of the algorithms to identify the 

best model for handling imbalanced datasets [10]. 

3. Results and Discussions 

This study aims to evaluate the effectiveness of machine 

learning algorithms Artificial Neural Network (ANN), 

Support Vector Machine (SVM), K-Nearest Neighbors 

(KNN), and Random Forest in predicting obesity status. 

The analysis was conducted on imbalanced datasets, 

both before and after the application of the Synthetic 

Minority Over-sampling Technique (SMOTE) as a data 

balancing method. The study presents the performance 

of each algorithm based on several evaluation metrics, 

including accuracy, precision, recall, and F1-score. 

The discussion focuses on interpreting the findings and 

aligning them with the objectives of the study. It also 

examines the relationships between the results, explores 

generalizability, and identifies the potential limitations. 

This approach provides in-depth insights into the 

impact of SMOTE on the performance of machine 

learning algorithms and its relevance in detecting 

obesity cases. 

The following sections provide a detailed presentation 

of the study's results and discussion, based on the data 

analysis performed.  

3.1 Results 

The results of this study systematically evaluate and 

compare the performance of Artificial Neural Network 

(ANN), Support Vector Machine (SVM), K-Nearest 

Neighbors (KNN), and Random Forest algorithms in 

predicting obesity status, both before and after the 

application of SMOTE for data balancing. The 

evaluation was conducted using metrics such as 

accuracy, recall, precision, and F1-score. 

The findings, presented in Table 1, demonstrate a 

significant improvement in algorithm performance 

following the implementation of SMOTE. This 

highlights the effectiveness of data balancing in 

enhancing predictive accuracy, particularly for minority 

classes. 

 

Figure 2. Distribution of Class Label Before Using SMOTE 
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Table 1. Classification Results Before Applying SMOTE 

Classifier Accuracy Precision Recall F1-Score 

K-Nearest 

Neighbors 
0.6925 0.6902 0.6925 0.6909 

Support 

Vector 

Machine 

0.7732 0.7789 0.7732 0.7712 

Random 

Forest  
0.8509 0.8528 0.8509 0.8509 

Artificial 

Neural 

Network 

0.7763 0.7821 0.7763 0.7752 

 

 

Figure 3. Distribution of Class Label After Using SMOTE 

Table 2. Classification Results After Applying SMOTE 

Classifier Accuracy Precision Recall F1-Score 

K-Nearest 

Neighbors 
0.8197 0.8145 0.8197 0.8145 

Support 

Vector 

Machine 

0.8444 0.8432 0.8444 0.8435 

Random 

Forest  
0.9222 0.9235 0.9222 0.9216 

Artificial 

Neural 

Network 

0.8975 0.8968 0.8975 0.8965 

Based on Table 1 and Table 2, the accuracy of all 

algorithms improved after applying SMOTE. Random 

Forest achieved the highest accuracy at 92%, up from 

85% before SMOTE. ANN showed a significant 

increase from 77% to 89%. Although KNN 

demonstrated improvement, it maintained the lowest 

accuracy among the algorithms, reaching 81% after 

SMOTE. 

Recall exhibited the most substantial improvement, as 

SMOTE directly targeted the minority class (obesity 

cases). ANN recorded the highest recall increase, from 

77% to 89%. Random Forest had the highest overall 

recall post-SMOTE, achieving 92%. 

Precision also improved across all algorithms, 

reflecting a reduction in false positive predictions after 

SMOTE. Random Forest maintained the highest 

precision at 92%, followed by ANN at 89%. SVM and 

KNN also showed significant precision enhancements. 

F1-score, which balances precision and recall, 

increased for all algorithms. Random Forest led with an 

F1-score of 92% after SMOTE, followed by ANN at 

89% and SVM at 84%. KNN remained the lowest with 

an F1-score of 81%. 

These results demonstrate that SMOTE effectively 

enhanced the predictive capabilities of all algorithms, 

particularly in detecting the minority obesity class. 

Random Forest emerged as the best performing 

algorithm overall, while ANN also achieved notable 

improvements, underscoring the value of SMOTE in 

addressing imbalanced datasets. 

3.2 Discussions 

This study highlights the importance of addressing data 

imbalance in processing datasets using the Synthetic 

Minority Over-sampling Technique (SMOTE) to 

enhance the performance of machine-learning 

algorithms in predicting obesity. SMOTE proved 

effective in improving recall, a key metric for detecting 

minority cases such as obesity. By generating synthetic 

data for the minority class, SMOTE creates a more 

balanced data distribution, reduces bias toward the 

majority class and enables algorithms to learn more 

effectively. Notably, SMOTE significantly improved 

the performance of the K-Nearest Neighbors (KNN) 

algorithm, with recall increasing by 13%, from 69% to 

81%. 

Among the tested algorithms, Random Forest emerged 

as the top performer, excelling across all metrics both 

before and after applying SMOTE. Their ability to 

handle complex datasets with diverse features makes 

them a reliable choice for obesity prediction. 

Meanwhile, KNN showed significant improvements in 

recall and F1-score following the SMOTE application. 

However, its overall accuracy remained lower than that 

of the Random Forest, likely owing to its sensitivity to 

overfitting and the need for precise parameter tuning. 

Despite this, the KNN demonstrated strong capabilities 

in capturing nonlinear patterns in health data. 

Support Vector Machine (SVM) maintained stable 

performance, with significant improvements in recall 

and precision after SMOTE. The hyperplane approach 

used by SVM in high-dimensional spaces made it 

effective for complex datasets. The increase in 

precision following SMOTE indicates that SVM is 

suitable for scenarios where reducing false positives is 

critical. In contrast, KNN exhibited more moderate 

improvements compared to the other algorithms. KNN 

faced limitations in handling noise and high-

dimensional datasets, though SMOTE still contributed 

to enhanced precision and recall. 

The findings also emphasize SMOTE as an essential 

preprocessing step to improve algorithm capability in 

detecting obesity cases. Random Forest stands out as 

the best choice for applications requiring high accuracy 

and recall, such as clinical decision support tools. 

However, its computational complexity could pose 
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challenges in resource-limited settings. SVM and ANN 

offer viable alternatives, balancing performance and 

computational efficiency, making them suitable for 

similar applications. 

Despite the demonstrated effectiveness of SMOTE, 

several limitations of this study should be noted. The 

demographic composition of the dataset may limit the 

generalizability of the findings. Future research should 

consider expanding the dataset to include a more 

diverse population. Additionally, integrating SMOTE 

with advanced feature selection techniques could 

further enhance model performance. 

With these findings, this study provides valuable 

insights into the impact of SMOTE on machine learning 

algorithm performance in predicting obesity while 

offering practical guidance for applications in 

healthcare. 

4. Conclusions 

This study evaluates the effectiveness of machine 

learning algorithms in predicting obesity status using an 

imbalanced dataset, both before and after the 

application of SMOTE. The results indicate that 

SMOTE significantly improves the performance of 

Artificial Neural Network (ANN), Support Vector 

Machine (SVM), K-Nearest Neighbors (KNN), and 

Random Forest, particularly in terms of recall and F1-

score, demonstrating its success in detecting the 

minority obesity class. These findings are consistent 

with previous studies that also reported improved 

classification model performance following the 

application of SMOTE in healthcare datasets. This 

study extends prior research by conducting a 

comparative analysis of different algorithms and 

affirming that the choice of algorithm influences the 

extent to which SMOTE enhances model performance. 

Among the tested algorithms, Random Forest exhibited 

the best performance, achieving 92% accuracy and 92% 

recall after SMOTE application. This superior 

performance can be attributed to Random Forest’s 

ability to handle complex datasets with diverse features 

and its high resistance to overfitting. In contrast, 

although KNN showed performance improvement, it 

remained the least effective algorithm. This could be 

due to KNN’s heavy reliance on data distribution, 

which can lead to performance degradation in high-

dimensional datasets. 

Despite the promising results, several limitations of this 

study should be acknowledged. The dataset used has 

demographic composition constraints, limiting the 

generalizability of the findings to broader populations. 

Additionally, the limited sample size may affect the 

stability of the experimental results. Therefore, future 

research should incorporate larger and more 

geographically and demographically diverse datasets to 

ensure the validity of the findings. 

Furthermore, although a substantial increase in 

accuracy and recall was observed after SMOTE 

application, this study did not assess the statistical 

significance of the performance differences. Statistical 

tests, such as t-tests or confidence intervals, should be 

conducted in future studies to confirm that performance 

improvements are not due to random variation. 

As a direction for future research, it is recommended to 

explore alternative balancing techniques, such as cost-

sensitive learning or deep learning with synthetic data 

augmentation, to enhance obesity prediction. 

Additionally, integrating SMOTE with ensemble-based 

or hybrid learning approaches could be a potential 

solution for improving model generalization in more 

complex datasets. 
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