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Abstract
In the current technological era, artificial intelligence is becoming increasingly popular. Machine learning, as the branch of AI is taking charge in every field such as healthcare, the Stock market, Automation, Robotics, Image Processing, and so on. In the current scenario, machine learning and/or deep learning are becoming very popular in medical science for disease prediction. Much research is underway in the form of disease prediction models by machine learning. To ensure the performance and accuracy of the machine learning model, it is important to keep some basic things in mind during training. The machine learning model has several issues which must be rectified duration of the training of the model so that the learning model works efficiently such as model selection, parameter tuning, dataset splitting, cross-validation, bias-variance tradeoff, overfitting, underfitting, and so on. Under- and over-fitting are the two main issues that affect machine learning models. This research paper mainly focuses on minimizing and/or preventing the problem of overfitting and underfitting machine learning models.
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1. Introduction
The machine learning models are trained on the basis of previous datasets and knowledge, and they are being deployed for a large number of industrial uses. The performance of the model depends on the dataset and/or prior knowledge used in model training. Nowadays, machine learning and/or deep learning are being used extensively in disease detection. Machine learning and/or deep learning techniques for disease detection use a variety of disease symptom datasets, which contain a large amount of heterogeneity. For example, image and text datasets are used for breast cancer and/or skin cancer, while text and numerical datasets are used for heart disease and/or liver disease, which have a lot of variation.

There is a wide range of real-world datasets that are highly diverse including text, numeric, audio, video, and image datasets. Managing models built on these different datasets brings additional challenges. Training a model is also challenging because of the high degree of variation in the numerical dataset. Due to the accurate prediction and strong computational power, machine learning and deep learning disease prediction models are trained on datasets with high variance, which also have challenges such as underfitting and overfitting. It is very lengthy and tough work to understand the dataset and their variance. Most datasets contain text and numerical, video and text, audio and text, and video and numerical [1].

Training the model by straightening text, audio, video and images as raw data through mathematical computation is a difficult task and presents challenges [2–3]. In order to improve the performance, accuracy, and consistency of the disease prediction model, it is very important to minimize such problems as bias variance, feature extraction, overfitting, and underfitting. The paper is organized into the following sections. Section 2 introduces the model training steps. Section 3 describes the problems faced in model training, and Section 4 describes the available remedies. Section 5 discusses the proposed remedies, and Section 6 presents the conclusions.

2. Model Training Phases
To build an effective, intelligent, and robust disease diagnostic machine learning model for real issues and/or problems, the diagnostic model works on various kinds of dataset such as text, numerical, audio, video, image, and so on. Model training is a very tough task according to the data set. Hence, it is very important to keep in mind some basic steps which are shown below.

1.1. Model Selection
Selecting the most appropriate model for a particular problem is known as model selection in machine learning. In machine learning techniques, there are many models available and it is very difficult to select the appropriate
model for a specific disease prediction. Different models have different specialties, and they provide performance according to their use. Therefore, when selecting a model, it is very important to take into account certain factors such as the type of dataset, the function to be performed by the model, the nature of the model, and so on.

A. Based on data sets

There are different types of data set available such as image and video, text or speech data, numerical data, etc. So, the CNN model is more reliable for images and video [4-5], the RNN model for text and speech [6], and logistic regression, SVM, random forest decision tree, etc. model for the numerical data set.

B. Based on Functionality

Models are based on their functionality such as classification tasks, regression tasks, and clustering tasks. In the Classification, only two choices which are yes or no. It means the classification model classifies the problem into two categories and generates the result. The regression model works on a linear problem such as an increase in the x-axis value, then the y-axis value also increases and generates results on the basis of regularity, and the clustering model develops clusters based on the similarities in the data set and generates the result [7].

1.2. Hyperparameter Tuning

Machine learning models have several parameters that determine their consistency, accuracy, and performance. There are two types of parameters: model parameters and hyperparameters. The model parameters are known as the internal parameters of a machine learning model, which can be determined by training with the training data. The basic model parameters are bias and weights. hyperparameter is known as an external parameter that can be managed during model training. These parameter values control the learning process that is adjustable and used for developing optimum machine learning models. There are certain types of hyperparameters such as learning rate, data split ratio, number of epochs, number of branches, clustering, cross-validation, etc. [8-9].

Hyperparameter tuning is the most important concept in machine learning model training because the application of wrong and inaccurate parameters makes the machine learning model inefficient and less effective. It is essential to manage the hyperparameters of the model according to the requirements of the dataset. Operates on the parameter data set and it is necessary to apply parameters according to the nature of the data set, otherwise the model will give an ineffective and incorrect prediction [10].

1.3. Loss function

The loss function works to calculate the performance of the machine learning model. The model calculates the difference between how far the estimated prediction value is from its true prediction value. For example, if a person has a blood pressure level of 165 and the model predicts a 145 then the difference is 20 which is known as the loss function. The loss function determines the model and parameter efficiency that can be better for particular data sets [11]. If the loss value of any model is close to zero, then the model has a good performance but if the loss value increases, then the model is not a good fit and needs to fix the parameter.

1.4. Data Splitting

There are two basic methods for training a machine learning model, the first is cross-validation, and the second is train-test split.

A. Cross-validation

In the cross-validation method, the entire data set is divided into k segments of equal size. The first or last segment is used as the test data set and the remaining k-1 segments are used as the training data set. For example, if the value of k is 5 then the data set is divided into 5 segments and each time a different segment is used as the test data set. The main drawback of this method is that the execution time is longer when the number of data sets is large [12-13].

B. Train-Test Split

In this method, the overall data set is divided into two parts and the division is based on the mindset of the model trainer. A small part of the data set is used as a test data set and the test data set is used for training. The splitting of the dataset may be like that 20/80, 30/30, 40,60, etc. The execution time of this technique is very shorter and is suitable for large datasets [14,15,16].
3. Model Training Problems

To develop an effective and intelligent machine learning model, it is very essential to understand the hidden threat and missing values of the model. The machine learning model is developed in various stages such as model selection, data gathering, data filtering, data splitting, data validation, and performance indices. To effectively train a model, each step must be understood and validated. There are several issues and/or problems associated with machine learning for Model training that are listed below.

3.1 Overfitting

When a machine learning model generates accurate results on a training dataset but is not a good fit for a new dataset and generates wrong results, it is called overfitting. Overfitting occurs when the model covers all the points in the training data set. The main reason for overfitting is noisy data and data overload when the data set contains irrelevant and noisy information [17]. Figure 2.0 underlines the overfitting problem which is described below.

![Figure 1. Overfitted model](image)

Causes of Overfitting: The fewer data and/or unfiltered data to be used in the machine learning model then the overfitting problem occurs; the second one is when we use a more complex model for a simple problem. When the layer is increased, the model going to be very complex and the problem of overfitting occurs. Hence, the use of a large number of layers in neural networks causes an overfitting model [18].

3.2 Underfitting

When a Machine learning model is trained on a limited number of datasets and/or features, then the model does not work efficiently and generates the wrong result, this is known as underfitting. The main reason for underfitting is low variance and high bias in model training. The overfitting problem occurs when the machine learning model does not cover all valuable datasets and/or features [19]. Figure 2.0 underlines the underfitting problem which is described below.

![Figure 2. Underfitted model](image)

Causes of underfitting: Underfitting occurs when the model does not learn enough from the data. when the accuracy of training data is very low then the accuracy of test data is also low, which is the main cause of the underfitting problem in machine learning. There are certain reasons for the underfitting problem, such as wrong model selection, less complexity of the model, and less variance but high bias [20].

3.3 Bias-Variance Tradeoff

The bias in the machine learning model is the difference between the prediction that is achieved by the machine learning model and the actual prediction that we are trying to predict. When the bias is high and the variance is low, the machine learning model is affected by the underfitting problem. A high-variance problem occurs when a
machine learning model is trained on a dataset with unvalued features or noise; the model trains very well but provides incorrect results when applied to new data. When the variance in the machine learning model is high and the bias is low, the machine learning model suffers from the underfitting problem [21-22]. Figure 3.0 underlines the high bias that is described in the following.

![Bias-Variance Tradeoff](image)

**Figure 3. Bias-Variance Tradeoff**

The above graph shows that when the bias is high, the variance is low (i.e., figure 3.0 a), and when the bias is low, the variance is high (i.e., figure 3.0 b). Hence, for the optimum model, the variance and bias have to be kept equal.

4. **Existing remedies**

Machine learning techniques are currently being used in many areas for disease diagnosis and/or prediction. For better efficiency and accuracy in the field of disease diagnosis, it is essential to deal with the problems of overfitting, underfitting, bias-variance tradeoffs, etc. In this section, some existing remedies that can be used to deal with these problems are highlighted.

4.1 Prevent Overfitting

Overfitting occurs when there is noise in the data and improper model selection for the particular problem; another reason is low bias and high variance. To avoid those issues, we take the steps as follows.

A. Model Selection: Need to understand the dataset, what type of dataset is available, and which model will provide better results for the available dataset. The CNN model for the video dataset, The RNN model for text and speech, regression for the numerical problems, machine random forest, or other models perform better.

B. Filter data set and feature extraction: The machine learning model is trained on the dataset and features. Therefore, reliable features and filtered datasets overcome the problem of overfitting. For feature extraction, four techniques are available such as FCBF, LASSO, MRMR, and RELIEF [23,24,25]. These techniques extract valuable features for model training.

C. Reducing Layers/ Complexity: the dense and more internal layer creates a neural network too complex. When the model has more complexity and or complex layers, the mode got a low bias, which also creates an overfitting problem. Therefore, it is very necessary to reduce and/or minimize the internal layers in neural networks.

D. Early Stopping: In the training session, the model learns the data multiple times and trains itself. Therefore, the model overtraining the training data causes overfitting. It is necessary to reduce the repetition of training and/or to stop the model early once the model is trained on the training data; this is called early stopping.

E. Use Dropouts: A neural network contains multiple layers, and each layer contains multiple neurons. To prevent overfitting some neurons, randomly drop, which is known as a dropout. This technique is more beneficial for the neural network.

4.2 Prevent Underfitting

Overfitting occurs when the machine learning model trains on less and/or a small number of datasets. The low variance and high bias are also the reason for the underfitting. There are some remedies to overcome the underfitting problem that are listed below.

A. Model Selection Maybe the dataset has high and/or low numerical values, good and/or bad video quality, high and/or speech quality, small and/or big image size, etc. Therefore, it is very necessary to choose a suitable machine learning model to deal with the problem of underfitting.

B. Increase Complexity and/or Layers: A lower number of data sets and a very small and less complex model do not train properly. Therefore, using complex models and increasing the dataset rectify the under-fitting issue.
C. Increasing parameter: This is another way to rectify underfitting issues. In this technique, some parameters are increased during model training, which increases the complexity of the model and removes the underfitting problem of the model.

4.3 Bias-Variance Tradeoff

The bias and variance are the backbones of model training that can be managed through parameter tuning, data splitting, cross-validation, model selection, feature selection, etc.

![Figure 4. Optimum Complexity for Bias Variance](image)

The diagram 4.0 provides the overview and optimum line for avoiding bias-variance trade-off problems. The centerline in the diagram represents the optimum level of bias and variance of the ML model. This line represents the complexity level of each ML model. There is a certain thing to managing bias and variance of the ML model, which are listed below.

- **a)** Regularization: Regularization tries to reduce the value of the coefficient, which reduces the model complexity, and the model gets high performance.

- **b)** Dimensionality Reduction: A large number of features and/or dimensions are available in the dataset. Dimension reduction is done so that the model does not train on useless features during training.

5. Proposed remedies

**Bagging Ensemble Techniques**: The performance and accuracy of the ML models depend on model training, feature selection, parameter tuning, and datasets. Hence, it is essential to understand and tune all parameters according to the problem statement. To minimize and/or remediation underfitting, and overfitting problems we have proposed and/or suggested the bagging method of ensemble techniques. In the bagging technique, the dataset is divided into several sub-datasets, and predictions are generated on each. The final prediction is generated based on the average of the prediction generated from each and every subdataset. This process is also known as bootstrap and aggregation. Figure 5.0 represents the working process of the proposed ensemble bagging method.

![Figure 5. Ensemble model for the bagging method](image)

**Experimental Setup & Results**: Experimental Setup & Results: For practical implementation, we have used Python programming language (Version 3.9.12) in Jupyter Notebook (version 6.4.8) on Anaconda Navigator. In the above practical setup, we have used four different disease datasets such as cardiovascular, diabetes, liver disease, and pregnancy datasets which are freely available on the Kaggle website for practical purposes only. We used 1025 for heart disease, 583 for liver disease, 768 for diabetes and 2000 for pregnancy as a data set and
obtained different precision scores in the Decision Tree, Random Forest, Bagging Decision Tree and Bagging Random Forest ML algorithm. In the data validation technique, we have used 5-fold cross-validation for data splitting. The accuracy scores of the ML algorithm and bagging techniques are listed in Table 1.0.

Table 1. Accuracy Score of an ML Algorithm and Bagging Ensemble Technique

<table>
<thead>
<tr>
<th>Sl.</th>
<th>Disease</th>
<th>No. of Features</th>
<th>No. Samples</th>
<th>RF</th>
<th>DT</th>
<th>BRF (Ensemble)</th>
<th>BDT (Ensemble)</th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td>CVD</td>
<td>14</td>
<td>1025</td>
<td>93.10</td>
<td>94.21</td>
<td>99.18</td>
<td>99.26</td>
</tr>
<tr>
<td>02</td>
<td>Diabetes</td>
<td>09</td>
<td>768</td>
<td>70.17</td>
<td>70.16</td>
<td>76.57</td>
<td>75.57</td>
</tr>
<tr>
<td>03</td>
<td>Liver Disease</td>
<td>10</td>
<td>583</td>
<td>66.10</td>
<td>65.51</td>
<td>71.18</td>
<td>70.66</td>
</tr>
<tr>
<td>04</td>
<td>Pregnancy</td>
<td>09</td>
<td>2000</td>
<td>94.22</td>
<td>95.52</td>
<td>99.28</td>
<td>99.47</td>
</tr>
</tbody>
</table>

Figure 6. Comparison of bagging ensemble techniques and ML algorithm

Observation: In the proposed model we used the bagging ensemble technique with a random forest and decision tree ML algorithm. We observe that the result and consistency of bagging techniques are much better compared to the ML algorithm. We evaluated the proposed technique on four different disease data sets and the proposed bagging technique provided the best accuracy on these data sets. Graph 1.0 provides a detailed analysis of the ML algorithm and the proposed bagging technique. This graph represents the accuracy score of the ML technique and bagging ensemble technique.

6. Conclusions

The machine learning technique became very popular in medical science for disease prediction and/or diagnosis. For the diagnosis of the disease, it is very important to have an accurate identification and/or prediction of the disease, only then is its correct treatment possible. The problems mentioned above in machine learning models, if they are ignored during machine learning model training, then the ML model may generate wrong decisions or predictions, which is a major threat to human life. Disease detection and/or prediction are the classification problems. There are two possibilities that the disease is present or not. In this situation, the bagging ensemble method provides good results. The bagging method prepares small sub-datasets of the entire dataset, generates predictions from each dataset prepared and gives the final result by generating the mean of all the predictions. The problem of bias and variance is eliminated by generating subdatasets. Machine learning/deep learning is being used in all fields; there is a need for a more comprehensive approach to model training problems such as overfitting, underfitting, and bias-variance trade-offs before machine learning can be used in medical science. So that better and more robust machine learning models can be prepared for disease diagnosis and/or prediction.
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