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Abstract  

In this digital era, accessing vast amounts of information from websites and academic papers has become easier. However, 

efficiently locating relevant content remains challenging due to the overwhelming volume of data. Keyphrase Extraction 

Systems automate the process of generating phrases that accurately represent a document’s main topics. These systems are 

crucial for supporting various natural language processing tasks, such as text summarization, information retrieval, and 

representation. The traditional method of manually selecting key phrases is still common but often proves inefficient and 

inconsistent in summarizing the main ideas of a document. This study introduces an approach that integrates pre-trained 

language models, BERT and RoBERTa, with Topic-Guided Graph Attention Networks (TgGAT) to enhance keyphrase 

extraction. TgGAT strengthens the extraction process by combining topic modelling with graph-based structures, providing a 

more structured and context-aware representation of a document’s key topics. By leveraging the strengths of both graph-based 

and transformer-based models, this research proposes a framework that improves keyphrase extraction performance. This is 

the first to apply graph-based and PLM methods for keyphrase extraction in the Indonesian language. The results revealed 

that BERT outperformed RoBERTa, with precision, recall, and F1-scores of 0.058, 0.070, and 0.062, respectively, compared 

to RoBERTa’s 0.026, 0.030, and 0.027. The result shows that BERT with TgGAT obtained more representative keyphrases than 

RoBERTa with TgGAT. These findings underline the benefits of integrating graph-based approaches with pre-trained models 

for capturing both semantic relationships and topic relevance.  
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1. Introduction  

In the digital era, the rapid growth of textual data 

presents both opportunities and challenges in 

information retrieval. While numerous platforms 

facilitate document access, the overwhelming volume 

of data makes it difficult to extract relevant content 

efficiently. Keyphrase extraction plays a crucial role in 

summarizing and indexing documents, yet existing 

methods still face limitations in accuracy and 

efficiency, particularly in handling implicit keyphrases 

and contextual nuances. Keyphrase extraction in 

documents is still done manually, which is inefficient 

and often does not accurately represent the content [1]. 

The use of keyphrase extraction is very important to 

support or improve the quality of downstream tasks, 

such as text representation processes, information 

retrieval, text summarization, and many others [2]. 

Keyphrase extraction plays a crucial role in 

summarizing the content and main topic of a document. 

Currently, there are two primary methods for keyword 

extraction: supervised and unsupervised, each with its 

unique challenges. Supervised methods often struggle 

with the lack of sufficient labeled data, as the labeling 

process is both time-consuming and costly. Meanwhile, 

unsupervised methods face difficulties in achieving 

high accuracy, particularly when addressing the 

semantic nuances of text and detecting implicit 

keyphrases[3]. Other traditional methods also have 

limitations since they only rely on statistical features 

without considering the semantic relationships between 

phrases and words in the document. This limitation 
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causes the method to fail to capture the true meaning of 

documents, especially in complex and context-rich 

texts. 

One of the methods that combine graph and topic 

approaches is Topic-guided graph attention networks 

[1]. Topic-guided graph Attention Networks (TgGAT) 

combine topic information such as topics of the 

document and context with graph structure, thus 

enhancing the model's ability to extract keyphrases 

more contextually and accurately. The research 

indicates that adding topic modeling leads to a 

significant decrease in performance, with an average 

F1@15 decrease of 5.46% which directly demonstrates 

the importance of utilizing topic information for 

keyphrase extraction tasks. 

Trained with large data sets making the use of pre-

trained language models has several advantages in that 

they can create a contextual understanding of the data 

and are efficient in terms of data [2]. Pre-Trained 

Language Models have proven to be effective in 

enhancing various natural language processing tasks. 

Pre-trained language models aim to predict 

relationships between sentences by analyzing them as a 

whole[3]. In natural language processing, pre-training 

models are based on language modeling tasks that aim 

to predict the next token or word  [4]. Bidirectional 

Encoder Representations from Transformers (BERT) is 

one of the popular pre-trained language models that 

uses bidirectional self-attention[5]. Unlike other pre-

trained language models that process text 

unidirectionally, BERT is designed to process 

bidirectionally, allowing BERT to understand word 

context based on the surrounding words[3], the 

architecture of BERT can be seen in Figure 1. Another 

Popular and advanced Pre-trained Language Model is 

RoBERTa (Robustly Optimized BERT Pre-Training 

Approach). The research findings indicate that during 

the training process, RoBERTa achieved an accuracy 

level 10% higher than BERT [2], allowing the system 

to attain better performance results by utilizing a Pre-

trained Language Model with higher accuracy. Because 

it utilizes a pre-trained Language Model that has a 

higher accuracy level. Based on the explanation above, 

a Keyphrase Extraction system will be developed using 

the RoBERTa as Pre-trained Language Model and 

TgGAT (Topic Guided Graph Attention Networks). 

Advancements in keyphrase extraction using Pre-

Trained Language Models (PLMs), such as BERT and 

RoBERTa, have demonstrated impressive results, 

surpassing traditional methods. Furthermore, the use of 

PLM embeddings gives these models an edge over 

other embedding-based approaches, enhancing their 

performance in keyphrase extraction tasks [6][7]. In 

recent years NLP tasks developed significantly after 

implementing and utilizing Pre-Trained Language 

Models [8] especially Pre-trained Language Model 

BERT (BiDirectional Encoder Representations From 

Transformers) [9] and Pre-Trained Language Models 

RoBERTa (Robustly Optimized BERT Pretraining 

Approach) [10] because of their ability to understand 

the context between words in two directions. BERT and 

RoBERTA understand word context based on the words 

around it in a BiDirectional (two-direction) way [9]. 

The use of pre-trained languages such as BERT and 

RoBERTa in keyword extraction tasks has been carried 

out previously, such as the use of the pre-trained 

language model BERT-AKG [11] with generative 

methods showing significant improvements and 

outperforming all baselines. Apart from that, research 

on unsupervised keyphrase extraction using LMRank 

[12] and SIFRank [13] with embedding from the pre-

trained language model BERT also succeeded in 

showing that the proposed method outperformed all 

other approaches[11]. Other research related to 

keyword extraction on small datasets uses a 

classification-based approach, because of limited data 

the pre-trained language model RoBERTa is used and 

shows that the research outperforms the baseline which 

proves that it is effective even on small datasets [14] 

Hierarchical graph representation ranking model [15] 

research in Graph-BERT field shows that the use of pre-

trained and graph-based language models improves the 

system performances. Other research on keyword 

extraction systems with a graph-based approach shows 

that the graph-based approach in unsupervised tasks has 

the best performance because this method builds a word 

into a graph based on the occurrence of words in the 

document and ranks the words [16]-[18]. 

Despite advancements in keyphrase extraction, most 

existing studies apply either PLMs or graph-based 

models independently, without exploring their 

combined potential. PLMs, such as BERT and 

RoBERTa, excel in capturing contextual information 

but struggle with topic coherence and implicit 

keyphrase identification. Meanwhile, graph-based 

models effectively structure word relationships but lack 

deep contextual understanding.  

To address these challenges, this research explores the 

integration of a graph-based approach (TgGAT) with 

pre-trained language models (BERT and RoBERTa) to 

improve keyphrase extraction. By leveraging both 

semantic understanding from PLMs and structured 

word relationships from TgGAT.s. By integrating 

Topic-Guided Graph Attention Networks (TgGAT) 

with PLMs, this study aims to bridge these gaps, 

combining PLMs with graph-based approaches like 

TgGAT presents a promising direction for improving 

keyphrase extraction performance. By modeling topic-

keyphrase relationships explicitly, TgGAT can enhance 

the extraction process, addressing the shortcomings of 

PLMs in capturing implicit keyphrases. 

Several studies have explored keyphrase extraction 

using either graph-based models or PLMs, but these 

approaches have primarily been applied to English-

language datasets. Most existing research does not 

integrate both techniques, missing the opportunity to 

leverage their complementary strengths. This study is 
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the first to introduce a combined graph-based model 

(TgGAT) and PLMs for keyphrase extraction in the 

Indonesian language. While previous studies have used 

graph-based methods or PLMs independently, our 

approach integrates both techniques to enhance 

performance, setting a new benchmark for Indonesian 

keyphrase extraction. 

The structure of this paper is arranged as follows. 

Section 2 represents the methodology used in this 

research, Section 3 represents the experimental result, 

and Section 4 represents the conclusions of this 

research. 

2. Research Methods 

The methods in this research are developed for 

keyphrase extraction from raw text documents, 

comparing the pre-trained language models BERT and 

RoBERTa. In this study, raw documents refer to 

unstructured text sources, primarily research paper 

abstracts, which encapsulate the essence of full-length 

studies in a condensed format. These documents often 

contain complex sentence structures, domain-specific 

terminology, and implicit relationships between key 

terms, making automated keyphrase extraction a 

challenging task that requires systematic processing. 

The keyphrase extraction process begins with a pre-

processing stage, where raw text undergoes 

normalization techniques such as tokenization, 

lowercasing, punctuation removal, and stopword 

elimination to enhance data consistency. After that, the 

data undergoes processing by pre-trained language 

models BERT or RoBERTa, which generate 

contextualized vector representations of words. These 

representations enable the system to capture semantic 

relationships and contextual dependencies within the 

document, improving the identification of meaningful 

keyphrases.  

Subsequently, to further refine the extraction process, 

neural topic modeling is employed to identify the main 

themes present in the document. This step clusters 

related terms, providing insights into the document’s 

topic structure. The extracted topic information is then 

utilized to construct an anchor-aware graph, 

representing the interconnections between words and 

phrases within the text. This graph is modeled using 

Topic-Guided Graph Attention Networks (TgGAT), 

which assigns weight distributions to words based on 

their significance in both local and global contexts. 

Phrases with the highest weights become salient nodes 

that encapsulate the essence of the text and form the 

system's output. 

As a result, the system effectively identifies and extracts 

the most relevant keywords from the document, 

facilitating the indexing of the document in search 

systems. This enables users to find documents based on 

keywords that align with the topics or issues of their 

interest or search criteria. The architecture model is 

visualized in Figure 1. 

Based on Figure 1, the framework begins with text 

preprocessing of the document, including case folding, 

cleaning, tokenization, pos-tagging, and noun-phrase 

chunking. Before proceeding to the noun phrase 

chunking stage, the document undergoes a POS-tagging 

process. This step involves identifying the part-of-

speech category for each token in the text, and assigning 

labels such as nouns, verbs, and adjectives. POS-

tagging provides crucial information that enhances the 

accuracy of noun phrase identification during the 

chunking phase. Following this, the noun phrase 

chunking process extracts only the noun phrases from 

the text, simplifying the representation and focusing on 

key components. 

 

Figure 1. Model Framework 

After that, the extracted noun phrases are then 

processed in two parallel branches: 

pre-trained language model (BERT/RoBERTa & 

anchor-aware graph) and Neural Topic Modeling. The 

extracted noun phrases are fed into a pre-trained 

language model (BERT or RoBERTa) to generate text 

embeddings. The CLS vector from the embeddings is 

obtained to represent the document's overall context. 

Once noun phrases are extracted, a pre-trained language 

model, RoBERTa, is employed to analyze the 

relationships between words within the text. RoBERTa 

enhances the system's ability to comprehend the context 

and extract meaning with greater depth and precision. 

An anchor-aware graph is then constructed by 

calculating edge nodes and defining relationships 

between words, ensuring that semantically related terms 
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are properly connected. This graph highlights the 

connections between words while emphasizing those 

with significant topical relevance, creating a structured 

representation of the relationships within the text. 

On the other branch, the results of noun phrase 

chunking are processed with neural topic modeling 

utilizing Latent Dirichlet Allocation (LDA) to obtain 

the topic distribution for each phrase. This module takes 

the extracted noun phrases as input and identifies the 

main topics relevant to the document. By doing so, the 

system gains insights into the core focus of the text and 

isolates the most pertinent information. The dominant 

topic phrase is then extracted, providing additional 

contextual information that helps refine the keyphrase 

extraction process.  

Next, the outputs from both branches are combined and 

processed in the Topic-Guided Graph Attention 

Network (TgGAT) stage, and the weighting of each 

phrase is ranked. From the ranking results, the top node, 

which represents the selected keywords, is obtained and 

identified the most salient nodes, which represent the 

final selected keyphrases This model is responsible for 

filtering and ranking keywords that are relevant to the 

document. By guiding the graph attention based on the 

topic, this model can extract the most relevant and 

informative keywords. Subsequently, an analysis will 

be conducted on both the author's keywords (golden 

keyphrase) and the keywords generated by the system. 

2.1 Pre-Trained Language Models BERT &RoBERTa 

One key distinction between RoBERTa and BERT lies 

in their pre-training methodologies. BERT utilizes the 

masked language modeling (MLM) approach, in which 

certain words within a sentence are masked, requiring 

the model to predict those hidden words or phrases.  

From Figure 2, BERT involves a transformer encoder 

with a multi-layer transformer encoder that works to 

process and understand text, where each layer has two 

sub-layers, namely the multi-head self-attention 

mechanism and a feed-forward neural network [19]. In 

this study, the BERT model used is IndoBERT, which 

is a pre-trained language model trained on the 

Indonesian language corpus and follows the BERT 

architecture[20]. In its process, IndoBERT has the same 

architecture as it uses a BERT-base with a transformer 

mechanism that functions to learn relationships 

between words [21]. 

In contrast, RoBERTa enhances the MLM technique 

with several optimizations and eliminates the Next 

Sentence Prediction (NSP) step. 

RoBERTa also involves longer training durations and 

using larger datasets, which contributes to its enhanced 

performance in natural language processing tasks., it 

employs more sophisticated and diverse data 

augmentation techniques, such as sentence order 

shuffling and token randomization. These techniques 

enable RoBERTa to better capture the context and 

relationships between words and phrases within a 

sentence. Although RoBERTa outperforms BERT in 

certain NLP tasks, both models share similar 

architectures and foundational principles[9]. 

 

Figure 2. Sentence Transformers BERT Architecture [9] 

RoBERTa is now considered as one of the top-

performing NLP models and is extensively applied in 

various domains that demand advanced and accurate 

natural language processing. It is classified as a deep 

learning-based implementation in the field of natural 

language processing. [10]. Figure 3 illustrates the 

architecture of RoBERTa in a sentence-pair 

classification task.  

 

Figure 3. Sentence Transformers RoBERTa Architecture [22] 

Based from Figure 3, the model takes two input 

sentences and encodes them using token and position 

embeddings before passing them through the RoBERTa 

transformer layers. Each input sentence is tokenized, 

and special tokens (<s>, </s>) are added to mark 

sentence boundaries. The token embeddings represent 
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individual words or subwords, while position 

embeddings help preserve the word order. These 

embeddings are summed and fed into the RoBERTa 

transformer, which processes the input using multiple 

self-attention layers. The final hidden states are then 

used for prediction, where the model outputs a binary 

classification (0 or 1) to determine the relationship 

between the sentences. This architecture is commonly 

used for tasks such as natural language inference, 

semantic similarity detection, and paraphrase 

identification. 

The use of anchor-aware graphs leverages information 

from these anchors to identify relevant keyphrases. 

During modeling with anchor-aware graphs, phrases are 

extracted using BERT, which provides informative 

phrase features [1]. These graphs transform 

representations into a graph structure, where 

relationships between nodes are represented by edges. 

The anchor-aware graph calculates the similarity of 

edges between nodes representing the global context 

using Cosine Similarity, detailed in Equation 1. 

𝑜𝑖𝑗 =  
(𝑟𝑖)𝑇.𝑟𝑗

‖𝑟𝑖‖.‖𝑟𝑗‖
                                                      (1) 

𝑜𝑖𝑗 is the variable measuring the strength of the edge 

between nodes, 𝑟𝑖 and 𝑟𝑗 are the representations of 

phrases i and j within the graph, ‖𝑟𝑖‖ and ‖𝑟𝑗‖ are 

numerical values indicating the strength or prominence 

of the phrases. This method allows for the quantitative 

assessment of phrase relationships within the graph, 

facilitating the identification of key phrases that are 

most relevant and contextually significant to the overall 

document or text. Graph attention networks themselves 

are a type of graph neural network that considers the 

importance of each neighboring node and assigns 

weighting factors to each node connection [16]. TgGAT 

employs P as independent attention heads, where each 

attention head acts as a unit within the attention 

mechanism. These attention heads are capable of 

focusing on different data within the document, 

identifying diverse patterns and relationships. The 

formulation of independent attention heads is described 

in Equations 2 and 3: 

 𝑎𝑖𝑗
𝑝

= 𝑆𝑜𝑓𝑡𝑚𝑎𝑥 (𝐿𝑒𝑎𝑘𝑦𝑅𝑒𝐿𝑈 (𝑎𝑇 [𝑊𝑝𝑟𝑖; 𝑊𝑝𝑟𝑗] ; 𝑊𝑝𝑟𝑀))    (2) 

 𝑟𝑖
′ =  [𝜎(∑𝑗𝑎𝑖𝑗

1 𝑊1𝑟𝑗); … 𝜎(∑𝑗𝑎𝑖𝑗
𝑃 𝑊𝑃𝑟𝑗)],                (3) 

The node representation, representing a phrase or 

keyword, is generated by segmenting the token 

representations from the encoder, which encapsulates 

the key information of the tokens forming the keyword. 

LeakyReLU (Leaky Rectified Linear Unit), a non-linear 

function, serves as the activation function. The non-

linear activation function is applied to a value to 

generate a new value within a specific range.  are 

attention coefficients that calculate the influence of one 

node on another. and are parameters, and are the 

representation of the topic embedded from the NTM. 

3. Results and Discussions 

The testing in this research was conducted on three 

sample data sets to evaluate the F1-score, comparing the 

system's extracted keyphrases with the author-

generated keyphrases (golden keyphrases). The 

software testing utilized a test dataset of 100 scientific 

journal abstracts and titles. This testing served as an 

evaluation of the keyphrase extraction results achieved 

using the pre-trained language model BERT and the 

topic-guided graph attention networks. The evaluation 

metrics used are precision, recall, and F-score to 

evaluate a method from various statistical-based 

perspectives because it analyzes the performance of a 

method by calculating the proportion of the number of 

various key phrases, such as the number of key phrases 

extracted, correct keyphrases, incorrect keyphrases, and 

manually assigned keyphrases. 

Table 1. Average Evaluation Matrix of 5 Keywords from 3 Example 

Documents Using BERT 

Data TP FP FN TN   P      R Fscore 

1 2 3 4 23 0.4 0.34 0.36 

2 2 3 3 46 0.4 0.34 0.40 

3 2 3 2 38 0.4 0.5 0.44 

Average 0.4 0.41 0.4 

Table 1 which is tested on three samples with 5 

keyphrases showed an average precision of 0.4, recall 

of 0.41, and F1-score of 0.4, indicating a balanced 

evaluation matrix. Meanwhile, testing on three samples 

with 10 keyphrases indicated an increase in the system's 

ability to identify true positives (TP) in two of the tests. 

However, there was a high incidence of false positives 

(FP), suggesting the system often misidentified non-

keyphrases as keyphrases. Table 2 details the evaluation 

matrix values and the average for 10 keyphrases from 

each test data.  

Table 2. Average Evaluation Matrix of 5 Keywords from 3 Example 

Documents Using RoBERTa 

Data TP FP FN TN   P      R Fscore 

1 1 23 14 2 0.06 0.3 0.11 

2 1 35 14 4 0.06 0.2 0.1 

3 2 27 13 2 0.13 0.5 0.21 

Average 0.08 0.33 0.14 

 

Table 2 represents the Confusion Matrix, precision, 

recall, f-score and accuracy values for 3 sample datasets 

with the top 5 keyphrase parameters. Based on Table 2, 

the test results for the top 5 keyphrases were obtained 

with an average precision value of 0.08, recall of 0.33,  

and f-score of 0.14 

Table 3. Average Evaluation Matrix of 10 Keywords from 3 

Example Documents Using BERT 

Data TP FP FN TN P   R Fscore 

1 3 7 3 17 0.3 0.5 0.37 

2 3 7 2 40 0.3 0.6 0.40 

3 2 8 2 31 0.2 0.5 0.28 

Average 0.26 0.53 0.35 

 

High incidence of false positives (FP) in table 3 is 

attributed to the larger number of keyphrases extracted 

by the system, leading to more mismatches with the 
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golden keyphrases. The average F1 score for 10 

keyphrases was lower compared to the score for 5 

keyphrases. Otherwise, testing with 15 keyphrases 

showed improved performance in identifying true 

positives, but, as before, the false positives increased 

due to many system-generated keyphrases not matching 

the golden keyphrases. This increase in false positives 

led to lower precision compared to tests with 5 and 10 

keyphrases. However, the F1-score for 15 keyphrases 

was lower than for 5 and 10 keyphrases. Table 3 

displays the evaluation matrix values and averages for 

the 15 keyphrase tests. 

Table 4. Average Evaluation Matrix of 10 Keywords from 3 

Example Documents Using RoBERTa 

Data TP FP FN TN P   R Fscore 

1 1 31 9 4 0.1 0.2 0.133 

2 1 16 9 5 0.1 0.16 0.125 

3 1 29 9 2 0.1 0.33 0.154 

Average 0.1 0.23 0.13 

Table 4 represents the Confusion Matrix, precision, 

recall, f-score and accuracy values for 3 sample datasets 

with the top 10 keyphrase parameters. Based on Table 

4, the test results for the top 5 keyphrases were obtained 

with an average precision value of 0.1, recall of 0.23, 

and f-score of 0.13 

Table 5. Average Evaluation Matrix of 15 Keywords from 3 

Example Documents Using BERT 

Data TP FP FN TN   P      R Fscore 

1 4 11 2 11 0.27 0.67 0.38 

2 3 12 2 35 0.2 0.6 0.3 

3 2 13 2 46 0.13 0.5 0.21 

Average 0.20 0.59 0.30 

Table 6. Average Evaluation Matrix of 15 Keywords from 3 

Example Documents Using RoBERTa 

Data TP FP FN TN   P      R Fscore 

1 2 12 13 4 0.13 0.33 0.19 

2 1 24 14 2 0.06 0.33 0.11 

3 1 27 14 2 0.06 0.33 0.11 

Average 0.08 0.33 0.13 

 

However, similar to before, in Table 3 the false positive 

values decrease due to the large number of keywords 

generated by the system that do not match the golden 

keyphrase. With the increasing false positive values, the 

precision values decrease even more when compared to 

testing with 5 keywords and 10 keywords. Conversely, 

the recall values increase because the false negative 

values, or keywords not identified by the system, 

decrease. The F1-score results in testing with 15 

keywords show a decline compared to testing with 5 

keywords and 10 keywords. 

Table 6 represents the Confusion Matrix, precision, 

recall, f-score and accuracy values for 3 sample datasets 

with the 15 top keyphrase parameters. Based on Table 

6, the test results for the top 15 keyphrases were 

obtained with an average precision value of 0.08, recall 

of 0.33, and f-score of 0.13 

Each dataset uniquely influences the frequency of true 

positives, false positives, and false negatives, and the 

precision, recall, and F1-score values on each model. 

The F1 scores from each test fluctuate, and results may 

vary with each run or execution of the program, leading 

to changes in precision, recall, and F1 score. Several 

factors contribute to the outcomes of the keyphrase 

extraction system, including the POS-Tagger model 

used for text preprocessing is not yet optimized, noun-

phrase chunking still contains some word redundancies, 

stochastic phenomenon refers to how to graph attention 

networks initiate random weights causing variability in 

the system’s results each time it is run, and the data used 

still contains noise and typographical errors. Therefore, 

before utilization or testing, it’s necessary to check and 

clean the data to make it suitable for the system. Table 

4 presents the evaluation matrix of the performance 

before data was cleaned and after data was cleaned. 

Table 7. Evaluation Matrix Results Before and After Data Cleaning 

Using BERT 

Before Cleaning 

Precision Recall F1-Score Highest F1-Score 

0.44 0.057 0.048 0.75 

After Cleaning 

Precision Recall F1-Score Highest F1-Score 

0.058 0.070 0.062 0.5 

From Table 7, it's evident that the F1-score improved 

after cleaning the dataset. Additionally, a test was 

conducted on 20 pre-selected and 10 pre-selected data 

samples. The selected 20 and 10 data samples contained 

fewer foreign terms and special characters such as %, (, 

and ). The abundance of unrecognized foreign terms by 

the tagger made the phrase selection process less 

optimal. Table 5 shows the evaluation matrix results for 

these data samples. 

Table 8. Comparison of Testing on Amount of Data Using BERT 

Amount Data Precision Recall F1-Score 

100 0.058 0.070 0.062 

20 0.090 0.115 0.097 

10 0.160 0.223 0.184 

 

From Table 8, it's observed that testing with 20 and 10 

selected data samples resulted in better outcomes 

compared to processing the entire dataset (100 data 

samples) that were not pre-selected. The selected and 

tested data demonstrate the significant impact of data 

optimization on the keyphrase extraction system's 

process. In this study, the used data were not yet 

optimized affecting the keyphrase extraction results. 

Reviewing these factors reveals that data quality and 

noun-phrase chunking significantly influence the 

system's output. Table 6 displays the average F1-score 

for the entire 100 datasets with 5 extracted keyphrases. 

Table 9. Average Evaluation Matrix for the Entire Dataset Using 

RoBERTa 

Amount Data Average 

Precision Recall F1-Score 

100 0.026 0.03 0.027 

20 0.0529 0.21455 0.0846 

10 0.0462 0.076 0.076 
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Table 9 shows the results of keyword extraction using 

the pre-trained language model Roberta with precision 

0.026, recall 0.03, dan f1-score 0.027 for 100 data and 

produces lower precision, recall and f1score values than 

the pre-trained language model BERT. When the 

dataset size is reduced to 20 samples, the model shows 

an increase in performance, with precision reaching 

0.0529, recall 0.21455, and F1-score 0.0846. Similarly, 

for a dataset of 10 samples, the model records a 

precision of 0.0462, recall 0.076, and F1-score 0.076. 

These results indicate that the RoBERTa model exhibits 

lower precision, recall, and F1-score compared to the 

BERT pre-trained language model, suggesting that 

BERT may be more effective for this specific keyword 

extraction task. The difference in performance could be 

attributed to variations in training objectives, 

tokenization, or the pre-training corpus used in both 

models. 

4. Conclusions 

Keyphrase Extraction (KPE) is a natural language 

processing (NLP) task that involves extracting a 

keyword related to the main topic discussed in a 

document. The increasing volume of information and 

documents leads people to spend a significant amount 

of time searching for relevant information based on 

keywords. Therefore, a system that can automatically 

extract keywords is needed to make the document 

search process more effective. Keyphrase extraction 

plays various important roles in the field of natural 

language processing. Keywords can be used in 

information retrieval systems, document exploration, 

facilitating quick document reading through visualizing 

important phrases, and organizing documents. Previous 

keyphrase extraction methods have shown limitations 

in modeling topic knowledge or the ability to model 

global information. They often focus too much on 

localized feature modeling, resulting in the extraction of 

homogeneous and less varied key phrases. This 

research employs an automatic keyphrase extraction 

approach based on a graph-based method. The study 

utilizes pre-trained language models, specifically 

BERT and RoBERTA, and Topic-guided graph 

attention networks. The use of pre-trained language 

models creates contextual understanding of data and 

efficiency in terms of data. Additionally, the usage of 

topic-guided graph attention networks serves to model 

a graph with topic information learned from NTM 

(neural topic modeling). This helps in modeling global 

context based on the graph-attention network 

architecture to enhance the coverage of key phrases and 

capture the context of a document. The research 

successfully created a keyphrase extraction system with 

precision, recall, and f1-score values of 0.058, 0.070, 

and 0.062, respectively, on 100 test data consisting of 

abstracts, titles, and keywords from scientific journal 

publications for Pre-Trained Language Models BERT 

and precision 0.026 , recall 0.03, f1-score 0.027 for Pre-

trained Language Models RoBERTa. In this research it 

can be seen that pre-trained language models BERT are 

more effective and superior in terms of keyword 

extraction to pre-trained language models. Testing was 

also conducted on three samples of test data for 5 

keywords, 10 keywords, and 15 keywords. The best 

results were achieved when the system produced 5 

keywords. 
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